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Abstract 
 
The future of period-tracking applications, or Femtech, is currently under fire after the 
overturning of Roe v. Wade by the Supreme Court of the United States in June 2022. In this 
changing landscape of reproductive rights, questions are being raised about the need for more 
regulation and ethical standards. Period-tracking apps, which usually help users make 
decisions about their reproductive health, are now a potential threat to women’s bodily 
autonomy and the right to privacy, as well as a means of control, surveillance, and even 
prosecution by authorities. In this paper, we aim to map out the various risks relating to this 
progress post Roe v. Wade and raise questions about the future. Is sharing health data with 
period-tracking apps at all safe with the unknowns of machine learning? What could be done 
to protect users, and what precautions can users themselves take to protect their data and 
themselves? 
 
Keywords: Femtech, period-tracking apps, surveillance, privacy rights, machine learning
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1. Introduction 

As the use of artificial intelligence and machine learning keeps getting more common, 

different technologies are becoming exceedingly enhanced. As for female health, period-

tracking applications have been developed to help keep track of the menstrual cycle and 

different aspects related to it. However, the privacy of the intimate data users share with the 

apps has been called into question – even more urgently with the overturning of Roe v. Wade 

in the United States. This paper seeks to approach this topic from different angles, and to 

answer the question: could the data period-tracking applications collect be used to target and 

punish women seeking an abortion in the US?  

 In chapter 2 of this paper, we overview three current developments and public debates 

in the US. These include restricted “Post Roe” abortion rights, the commodification of 

abortion seekers’ data, and the concerns raised by data demands and surveillance by the 

government. In chapter 3, we address the question of how it is possible to make evaluations 

of data sharing safety in the new technological and legal environment. The section focuses 

especially on machine learning and the possibility of detecting or predicting abortion. Section 

4 approaches the topic in respect of control. First, it suggests that period-tracking apps are 

used because they create a sensation of being in control of one’s own body. Second, we 

proceed to demonstrate that gaining this control is debatable – instead, the use of period-

tracking apps may lead to losing control when personal data is shared with third parties. 

 Section 5 takes a look at Femtech as an industry with its promises and issues. Femtech 

has noble goals of narrowing the health data gender gap caused by medical research that 

disregards women’s health. However, the promises of feminist empowerment crumble under 

the lack of regulation to keep user data safe. Section 6 analyzes the data privacy and safety of 

period-tracking apps. We discuss whether women should switch out their current apps in 

search of better data privacy – or to delete them altogether. In section 7, we present future 

threats and opportunities of period-tracking apps and Femtech in general from the perspective 

of regulation and legislation. The need for a more critical approach and further technological 

development – related not only to data processing, but to education too – is also brought out. 

 



 

 2 

2. Background: Abortion rights and data-related investigation methods of the law 

enforcement 

Heli Koskela 

Law and data privacy experts have feared that with the United States Supreme Court’s 

decision to overturn Roe v. Wade, people in the US might end up in a dystopia. A dystopia, 

where not only would they return to the time before 1973, when abortion was not a national 

fundamental right, but move to an even darker future, where those facing termination of 

pregnancy would face digital surveillance, and could be accused of a crime, even the murder 

of a fetus, based on their digital footprint. (See Fowler, 2022; Fox Cahn, 2022.) 

 Where do these dystopian thoughts derive from? The goal of this section is to provide 

context and argue for the need of risk assessment of period-tracking applications, by creating 

an overview of three societal developments and public debates in the United States.  

2.1. Restricted abortion rights “post Roe”   

With its decision Dobbs v. Jackson Women's Health Organization on June 24, 2022, the 

Supreme Court of the United States overturned the decisions Roe v. Wade (1973) and 

Planned Parenthood of Southeastern Pennsylvania v. Casey (1992), which had guaranteed 

constitutional abortion rights before the viability of the fetus. The power to regulate abortion 

was returned to the people and their elected representatives. (Dobbs v. Jackson Women's 

Health Organization, 2022.)  

 The decision sparked a huge public debate and movement, and divided the United 

States, including Presidents Biden and Trump, into two camps between mainly conservative 

and religious groups that emphasize the rights for life of the fetus and liberal groups that 

advocate women's self-determination rights related to their own bodies.  

 Following the decision, several states banned or greatly tightened abortion rights, and 

many abortion clinics closed their doors. There were also reports of confusion when the 

implementation of new banning laws was soon suspended due to opposition. (See Atkins, 

2022; Sneed 2022.) Currently, abortion is prohibited in fourteen states completely or from the 

6th week of pregnancy onwards (Väntönen, 2022).  

 The 1973 Roe v. Wade decision was widely considered as the backbone of 

reproductive abortion rights, even though the implementation of the rights had varied even 

with the federal law in place. (See Fowler, 2022). 

 Almost half of the abortion service providers had closed the doors since the early 
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1980´s until 2017 (Diamant, 2022). This has led not only to the so-called abortion tourism to 

states considering abortion legal, but also to the growing importance of the internet in 

planning and carrying out abortions. The trend is estimated to accelerate with the US 

Supreme Court´s decision of June 24th.  

 As women aged 20-29 years form the largest group of those having abortion, 

(Diamant, 2022) and 94% of women in this age group have a smartphone (Bankmycell, 

2022), it is no wonder that organizations promoting the safety and privacy of abortions advice 

on how to try to secure one´s smartphone and its contents, from outside parties like US 

authorities or other pressure groups (See Digital Defense Fund, 2022). US women also use 

period-tracking apps mostly with the smartphone.   

2.2. Abortion seekers’ data as a possible commodity  

As the United States has heavily digitized in recent decades, but lacks federal data privacy 

law, a critical understanding of user-generated data and its possible collection, storage and 

sharing to third parties has entered the public debate.  

 Non-governmental organizations have warned about data privacy protection 

deficiencies related to period-tracking apps after they began to become popular in 2012-2013 

(Amelang, 2022). 

 Whether it is the abortion seeker's sensitive information on period-tracking 

applications, phone calls, e-mails, text messages, photos, internet searches, purchases paid 

with a credit card or user´s physical location information - the data may form an archive of 

several years, possibly stored on the service provider's server or in the cloud, which then may 

be commodified when shared to third parties. 

 Collecting and using private data against abort seekers or providers is not a new 

phenomenon. Opponents of abortion have used data to reveal their names, harass, and even 

pressure them. (Fox Cahn, 2022.) 

 There is also a critical debate on information or data brokers business in the US. For 

example the American company Acxiom has said that it has collected data from 2.5 billion 

people, 11,000 data points per person (Singer, 2012.). Databrokers sell or license information 

for various purposes to third parties, including the US administration and law enforcement 

(Sherman, 2021).  
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2.3. Data-related criminal investigation methods 

The data-related criminal investigation methods used by US law enforcement are also causing 

great concern. The "dystopians" refer to the criminal investigations related to alleged illegal 

abortions or fetal homicides during the 2010's (See Fox Cahn, 2022). Some investigations by 

US law enforcement used user-generated data as evidence and led to convictions. 

 In 2012, Pennsylvania officials prosecuted a mother for purchasing an abortifacient 

online and administering it to her teenage daughter, securing a sentence of 9 to 18 months in 

prison. Indiana prosecutors used Purvi Patel's text messages in 2015 to convict her of murder 

for terminating her pregnancy with abortifacients ordered from Hong Kong. 

 Mississippi police used a woman's own search history to charge her with second 

degree murder following a miscarriage in 2018, relying on queries about miscarriages and 

how to purchase abortion-inducing pills. And in 2019, the Food and Drug Administration 

successfully charged a New York City woman with illegal online sales of abortifacients, 

following PayPal's termination of her account (Fox Cahn, 2022). 

 The law enforcement´s right to receive information from service providers, including 

companies offering period-tracking apps, is regulated by the law America's Stored 

Communications Act, passed in 1986. (Walker, 2021.) 

 Most of the data is indeed available to the law enforcement, the information 

depending on the data request submitted by the authority to the service provider, be it a 

subpoena, court order or warrant. For sensitive data investigators need a warrant issued by a 

judge. Evidence suggesting that the subject committed a crime is needed. (Nicas, 2021.) 

 What may be alarming in terms of transparency, the law enforcement has increasingly 

used so-called non-disclosure orders to acquire user data “in secret” without the subject of the 

investigation finding out about the data request. These orders can be submitted without a 

judge's decision (See Walker, 2021). For obtaining the data from data brokers, the authority 

often does not need a court-issued permission, as the data is considered to have been 

collected from public sources. 

 Recently, it was revealed that eighteen local, state or federal police or authorities have 

acquired a mass surveillance technology service produced by a data broker. The service 

allows one to monitor the geolocation without the knowledge of the users (See Guariglia, 

2022).  And not only the individual under investigation, but of all IP addresses that have been 

in the past years, or in real time, near a specific abortion clinic, for instance. 

 The combination of this kind of less transparent and more mass-oriented data with for 
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example, data produced by period-tracking applications in those states prohibiting the 

abortion, worries many. US Senator Warren introduced on 15th of June 2022 the Health and 

Location Data Protection Act, legislation that would ban data brokers from selling this, some 

of the most sensitive data available about everyday Americans (Warren et al, 2022). 

 

3. Theoretical background: Machine learning and period-tracking apps 
Emma Lindberg 

The relationship between the legal system and available technologies has become a 

growingly interesting one. Speaking strictly in terms of the law, the decisions to restrict 

abortion rights following the overturn of Roe v. Wade is hardly one of a kind in a historical 

perspective (Hull & Hoffer, 2010, p. 11). However, considering the current technological 

environment and the available means of surveillance, we argue the situation today is not 

comparable with the early twentieth century United States, where abortion had reached 

nationwide criminalization with only minor exceptions (Joffe et al. 2004). Instead, we argue, 

the overturn of Roe v. Wade should be considered as a unique case. 

 The improvements in machine learning, a sub-discipline of artificial intelligence, are 

offering new efficient means to detect and predict violations of the law and could introduce 

significant changes to law enforcement. Together with the availability of large amounts of 

data, machine learning capabilities offer new means for surveillance. However, it might also 

introduce privacy concerns and undermine the balance between ensuring national security on 

the one hand and individual privacy on the other hand (Verhelst et al. 2020).  Improved 

means of surveillance could also imply that laws are becoming more binding and that 

changes in the legal environment should therefore be considered with greater care. 

 As digital data is found at the center of machine learning applications, protecting 

personal data has become a serious concern (Verhelst et al. 2020). As will be discussed 

further in chapter five, new applications for reproductive health data are being developed 

parallel with the rise of Femtech. In the light of changing legal environment and 

technological development, a relevant question is raised of how much and what kind of data 

is sufficient to make the conclusion that a person has had or is about to have an abortion 

(Popli & Bergengruen, 2022). We could make differing assessments on what information we 

believe to be sufficient to make this conclusion, and potentially even find some pieces of 

information we would all regard as necessary for this deduction. However, machine learning 

could disregard all  these human evaluations and follow its own logic of inference through 
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identifying new relationships between grains of information, details which humans would 

disregard as insufficient or irrelevant for the inference (Hildebrandt, 2016). To approach the 

question if sharing personal data, such as menstrual data, is ever safe, we will focus next on 

the ability of machine learning to process large datasets, find connections in data and make 

conclusions and predictions.  

3.1. What is machine learning: what do we know, what won’t we know? 

The term “machine learning” does not follow the human idea of learning but instead is used 

to describe a complicated computing process (Boulanin, 2019). In this process, a machine 

learning algorithm processes large amounts of data to regroup information, make 

comparisons and to find statistical connections between data points (Boulanin, 2019). Based 

on these capabilities, machine learning can also make predictions of future actions by using 

statistics (Boulanin, 2019). One of the key features of machine learning is that it is operating 

on feedback loops, which enables it to improve its performance (Hildebrandt, 2016). 

 The dependency of machine learning on large data sets explain why it has become the 

most prominent approach in AI engineering during the last decade simultaneously with the 

rapid growth in the amount of available digital data. Even though enormous amounts of data 

are available for machine learning processes, this requirement of large amounts of quality 

data has also been considered the technology’s limitation. If the data is no longer of quality 

and the masses of data are not at a sufficient level the machine learning doesn’t function as 

wished. (Boulanin, 2019.) 

 Another considered limitation on machine learning is the unpredictability of its 

inference process. This is a consequence of the fact that the logic behind machine learning 

algorithms is complicated for humans to understand. This complicated learning process has 

been described as a black box: the only stages of the process at our disposal for further 

exploration are the input and the output. This might question the reliability of the conclusion 

as the inductive process cannot be examined in detail and therefore the possible biases and 

defects cannot be thoroughly examined, and the credibility of the outcome evaluated. 

(Boulanin, 2019.) 

3.2. Evaluating safety for data sharing 

The ability of machine learning to identify unforeseen relations between data points can be 

utilized by machine learning to make predictions on behavior (Boulanin, 2019). This ability 
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to discover correlations could have various valuable applications and could be used for 

instance to diagnose illnesses (Hildebrandt, 2016). In the light of the new legislation on 

reproductive rights, finding unforeseen relations from menstrual data could potentially be 

exploited to make interpretations on reproductive health, most interestingly identifying 

pregnancy or abortion. In addition, machine learning has demonstrated its advance in 

reasoning by successfully deriving  identities from originally anonymous data, which 

highlights why providing sensitive data, even anonymous, is a cause for concern (Verhelst et 

al. 2020). 

 The predicting ability of machine learning has already been successfully applied for 

example in a model on predicting car thefts by recognizing high risk locations and a typical 

time for a crime to occur (Verhelst et al. 2020). Similarly, machine learning algorithms can 

be trained to identify people as potential threats for safety, based on their personal data 

(Verhelst et al. 2020). Both of these approaches could be applied to detecting or predicting 

abortions especially if in addition to digital footprint from various digital activities, there is 

personal data on periods available. 

 If we consider data sharing concerns in general, we could note that identifying 

abortion does not necessarily require machine learning capabilities. Making assumptions 

about abortion could be done with a more simplistic automation algorithm when given 

sufficient data. This algorithm is called ‘IFTTT’ (“if this then that”) due to its functioning 

logic  (Halpern, 2014). Hand-coded IFTTT follows clear instructions formulated by humans 

with logic that is familiar to human deduction (Hildebrandt, 2016). This type of algorithm 

could for example process datasets and follow a rule: “See if a person is pregnant. If 

pregnant, see if the person gives birth approximately in nine months’ time. If doesn’t give 

birth in that time frame, notify authority”. However, what makes machine learning distinct 

from IFTTT-algorithms is that it functions without comprehensive instructions for all the 

stages of action (Hildebrandt, 2016). This feature of machine learning opens doors for more 

complex tasks and countless applications (Boulanin, 2019). 

  Many of the fundamental elements of machine learning seem to make the task of 

evaluating whether data sharing is safe difficult if not impossible. The black box functioning 

logic of machine learning together with its ability to find unforeseen correlations would 

imply that even an expert on reproductive health would be unable to make a definite 

evaluation on what kind of personal data would be sufficient for machine learning to make 

conclusions about a person's abortions. This makes sharing period data concerning. The 

question seems not to be whether a conclusion about abortions based on a simple input data 
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can be made, but instead if we trust the instances holding this confidential information about 

us. 

 

4. Who is in control? 

Linda Palenius 

Period-tracking apps, like other health related applications, provide information and data 

about one’s body and its specific functions – in the case of period-tracking apps, they promise 

to identify and predict the length of a woman's cycle and the important dates related to it, 

such as ovulation. Thus, period-tracking is often about either preventing pregnancy or trying 

to conceive. However, using the apps that track periods have deeper implications than this. 

4.1. Gaining control (of your own body) 

First of all, the period-tracking apps enable the menstrual cycle to be measured in such a way 

that it can be transformed into quantitative data. This numerical data is seen as more objective 

and reliable than a woman’s own sensations of her body, and therefore a better source of 

information when it comes to for example period and ovulation. As the special features of 

women’s bodies, such as the menstrual cycle, are still seen as being uncontrollable, 

quantitative data that period apps provide give the impression of generating more 

scientifically based knowledge of one’s body and thus it also creates a sense of control. 

(Lupton, 2015) On the other hand, besides making gathering specific information possible, 

period-tracking and other health related apps also reinforce the idea that the collection of very 

private data and the self-optimization by using this data to acquire control over the bodily 

functions is worth pursuing. (Ruckenstein, 2014) For examples of how the period-tracking 

app Clue encourages its users to self-optimize, see section 5.2. of this paper. 

 As a consequence, awareness of one’s own bodily functions and menstrual cycle is a 

way to control oneself and the body. In this way, period-tracking apps create the sensation of 

gaining control of your own body – that you are the one in control. What is especially 

noteworthy of this kind of self-surveillance is that people contributing to it do not necessarily 

see themselves as worthy objects of surveillance (Best, 2010). It is not always clear that the 

data that creates the impression of having power over one’s own body may in reality lead to 

being controlled by outsiders. 

 Moreover, it is questionable whether the apps actually work as efficiently as they 
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promise and whether the app users get the benefits they are looking for. The algorithms that 

the apps use vary between different app developers, they are not scientifically approved, and 

they often lack any quality control. The system behind the period-tracking is thus hard for the 

app users to understand, and their reliability in general has been shown to be debatable at 

best. For example, relying on a period-tracking app as a method of pregnancy prevention can 

lead to unplanned pregnancies. Furthermore, studies indicate that calendar-based apps often 

fail to predict the date of ovulation correctly, and lead to decreased chances of conceiving as 

the most fertile window of the menstrual cycle is misinterpreted. (Duane et al., 2016; Freis et 

al., 2018) It may be concluded, then, that the sense of control of one’s own body and 

menstrual cycle that period-tracking apps create is not in fact based on reliable information, 

but that the feeling of control is rather illusionary. 

4.2. Losing control (of your own body) 

The question then arises: who is in control of the women using the apps? Unfortunately, but 

perhaps not very surprisingly, the remarkably personal data that the apps contain has not 

remained private in numerous instances. A study conducted by Privacy International1 in 2019 

revealed that multiple period-tracking apps had severe issues concerning user privacy. For 

example, some of them send information that could be characterized as very intimate directly 

to Facebook, without the app user even having to have a personal Facebook account. The 

study suggested that it was not only possible but very probable that private data of the 

millions of app users have been shared with Facebook and other third parties. (Privacy 

International, 2019.) 

 The information collected by period-tracking apps that is then shared with third 

parties can be used in various ways: marketing, pursuing political influence and even in legal 

matters, such as criminal charges, as is the case with the recent overturning of Roe v. Wade 

by the US Supreme Court. Targeted advertising is not further discussed here, but it is 

noteworthy that according to Princeton University assistant professor of sociology Janet 

Vertesi, in 2014 the marketing data of a regular person rose from 10 cents to 1.5 dollars if 

they got pregnant (Petronzio, 2014). This highlights the monetary value of the woman-

specific data collected by period-tracking apps. With regard to criminal prosecution, it is 

questionable whether period-tracking apps are capable of withholding the privacy of their 

 
1 According to their website, ”Privacy International (PI) is a registered charity based in London that 
works at the intersection of modern technologies and rights.”  
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users. The overturn of Roe v. Wade means that as abortion becomes illegal in some states, 

companies may be legally required to share some of its users’ data with the authorities. The 

period-tracking app Stardust has stated that the data it might be ordered to release will be 

encrypted and anonymous, thus securing the anonymity of its users (Cole, 2022). However, 

as also already mentioned in section 3 this paper, metadata that includes for example the 

whereabouts of an individual may be connected with the data of the period-tracking app, thus 

questioning the promise of anonymity (Privacy International, 2022) The consequences of 

overturning Roe v. Wade and the relation to period-tracking apps will be further discussed in 

section 6. 

 To conclude, what is especially remarkable about the current state of private health 

information, which includes data about menstrual cycle, is that it is no longer the individuals 

themselves who remain in charge of all the knowledge. In fact, it can be argued that the 

amount of information gathered by different digital devices and technologies that are now a 

natural and inseparable part of our everyday lifestyle is so great that digital databases know 

more about an individual than they themselves do. This, in turn, has a great impact on the 

overall formation of individual identities. (Bossewitch & Sinnreich, 2013) 

 Moreover, apps are not only useful assistants or easy entertainments, but, as Lupton 

(2015, 441) has expressed, “(…) they are also sociocultural products located within pre-

established circuits of discourse and meaning.” What this means is that apps are not value-

neutral, nor can they be regarded as representing objectivity. They are created and used 

within already existing social constructions that include different discourses and value-

systems. They may, for example, deepen already existing ideas of womanhood and women’s 

sexual health, which includes the questions related to menstrual cycle, pregnancy and 

abortion. (Lupton, 2012, 2015) The question of control, then, is multifaceted, and has no clear 

answer. The issues of privacy and the overall reliability of the functionality of period-tracking 

apps raise great concerns. However, the aspect of female empowerment should not be 

overlooked, either. Next section will take a deeper look into this with regards to Femtech.  

 

5. Femtech as an industry 

Maria Knaapi 

Femtech, as originally coined by Clue co-founder and former CEO Ida Tin, consists of 

“software, diagnostics, products and services, that use technology to support women’s health” 
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(Folkendt 2019). It’s an industry that has revealed an enormous demand for modern female 

health solutions: Femtech’s current market size ranges from $500 million to $1 billion 

(McKinsey & Company 2022) and it’s estimated to be worth up to $20 billion by 2032 

(Future Market Insights 2022). 

 The world of medical research is still to this day dominated by studies only conducted 

on male subjects – being a woman, having estrogen, menstruating, and going through 

menopause are seen as distracting variables to be eliminated. Caroline Criado Perez points 

this out in her book Invisible Women: Data Bias in a World Designed for Men (2019, 157): 

the whole medical field views male bodies as the default that represents all of humanity, 

resulting in a huge data gap. This gap keeps influencing future research, making it inaccurate. 

Here Femtech has an opportunity to step up and bring female health data the attention it 

needs to ensure accurate and effective healthcare for the whole human population. 

 Femtech’s potential doesn’t come without complications. The industry markets itself 

as a tool for feminist empowerment by enhancing female autonomy through datafied self-

knowledge – but is this really what’s achieved? Overturning of Roe v. Wade raises even more 

concerns. Will Femtech still be able to hang on to its claims of empowerment when there’s an 

increasing risk of sensitive data being handed over to the authorities? Will Femtech 

companies be able to keep theirs users safe from reproductive and data surveillance? 

5.1. Feminist empowerment or data surveillance? 

A discourse of empowerment dominates the marketing materials of most period-tracking 

apps. According to Hendl and Jansky (2022, 33), period-tracking apps make three major 

claims on how they empower their users: they allow users to understand their bodies better, 

to be in control of their bodies, and to take ownership of their reproductive health. This 

empowerment is a result of self-knowledge generated by the apps – of acquiring data-driven 

information about one’s body – which strengthens individual autonomy and choice in 

reproductive health and life in general (Hendl & Jansky 2022, 39). The rhetoric of feminist 

empowerment has however been contested, as it’s been suggested that the industry instead 

reproduces existing social inequalities by not recognizing socioeconomic and political factors 

that determine one’s access to reproductive health, and by not taking into account the male-

dominant nature of the tech industry (Hendl & Jansky 2022, 30). 

 Femtech can also be seen as contributing to the neo-liberal privatization of healthcare 

by shifting medical responsibility and healthcare labor onto the individual (Neff & Nafus 
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2016, 56). Gilman (2021, 113) suggests that the only way for Femtech to be truly 

empowering is to remove it from corporate interests: the apps may seem to be “free”, but in 

reality they come with the hidden costs of privacy, autonomy, and justice. The fact that the 

apps function on the basis of data extraction also creates a structural power imbalance 

between those who collect data and those who data is collected from (Gilman 2021, 111). 

The quantified approach to female empowerment proves to be problematic as the apps often 

give inaccurate predictions, data is impossible to erase, and there’s no real option to stop the 

tracking (Mishra & Suresh 2021, 600). These findings further point out the contradiction 

between Femtech’s discourse of empowerment and its real material interests in data, 

surveillance, and profit. This tends to go unnoticed because the users don’t view themselves 

as worthy of surveillance, although they are indeed participating in self-surveillance by 

logging their data into apps – as elaborated in chapter 4.1. 

 Femtech offers hope for a more equal and accessible medical future but it also brings 

about many new risks. The data gathered by period-tracking apps is by nature different from 

data produced by healthcare providers – Femtech apps are run by corporations trying to make 

a profit, not by medical professionals seeking to improve people’s health. Money also rules in 

the medical world but what’s crucial is that the apps lack sufficient and meaningful regulation 

and ethical standards, unlike the medical field. This leads to a situation where there’s no real 

data privacy and therefore medical privacy, and where data meant to empower users becomes 

a possible tool for surveillance and control. 

5.2. A look into the applications – Flo and Clue 

Two of the most popular apps that focus solely on period-tracking are Flo and Clue which 

have 40 million and 11 million monthly active users, respectively, according to their websites 

(Clue 2022a, Flo 2022b). There are countless smaller period tracker apps, and period-tracking 

is also often a feature in more general health or wellness apps, such as Apple Health, to 

which both Flo and Clue allow you to sync your data to. Period-tracking apps act as a 

calendar where you can input your period flow days, and as a way to track other relevant 

symptoms such as pain, mood, sleep, sexual activity and contraceptives, among others. They 

analyze all data input and give the user insights on their reproductive and general health, as 

well as notifications – thus “Your period starts in two days”. The apps also have options to 

utilize your data by sharing it in different ways: Flo allows you to download a report of your 

data that you can easily bring to a doctor in case of health concerns (Flo 2022a), whereas 
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Clue has a “Connect” feature which you can use to share your cycle with your friends, 

family, or partners (Clue 2022d). The latter is what Thomas and Lupton (2015, 6, 14) would 

call “thrills”: aspects of reproductive health and self-tracking that the apps represent in 

playful terms, as enjoyment, entertainment, and consumption, as opposed to the usual 

“threats” that can harm the reproductive body. These kinds of features have a two-fold effect 

where they make period-tracking more fun, but also further alienate users from the possible 

risks. 

 In addition to the traditional period-tracking mode which is free, both apps offer a 

paid-for option with extra features. Flo Premium gains you “A Daily Well-Being Plan”, 

“Video courses and expert content” and “Unlimited access to Flo Health Assistant” (Flo 

2022c) for the price of 14.99€ a month or 32.99€ a year. Clue Plus gives users access to five 

additional modes for the price of 9.99€ a month or 39.99€ a year: Clue Period Tracking Plus, 

Clue Birth Control, Clue Conceive, Clue Pregnancy and Clue Postpartum (Clue 2022b). 

What is interesting in regards to the topic of this paper is the Clue Birth Control mode, which 

Clue promotes to be a digital contraceptive and a medical device approved by the United 

States Food and Drug Administration (FDA), soon to be launching in the U.S. (Clue 2022c). 

The possibilities of classifying period-tracking apps as medical devices are explored further 

in chapter 7. 

 Both Flo and Clue have added data safety statements to the front pages of their 

websites since the overturning of Roe v. Wade. They also claim not to be making money by 

selling user data – instead the funding comes from investors and the premium versions of the 

apps. The future of period-tracking apps post Roe v. Wade is further analyzed in chapter 6. 

 

6. How can women avoid surveillance post Roe v. Wade – or can they? 

Anni Lintula 

After the U.S. Supreme Court overturned Roe v. Wade in June 2022,  many women's 

advocates and privacy experts quickly expressed their concerns about period-tracking apps 

and their potential risks for data privacy. For example, young adult author Jessica Khoury 

wrote on Twitter: “Delete your period-tracking apps today” (Khoury 2022). The tweet 

received almost 350,000 likes and 94,000 retweets. 

 Privacy concerns are not far-fetched because the women who use a period-tracking 

app share intimate details about themselves, e.g. dates of their periods, weight and the last 
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time they had sex. In theory, this data combined with the prediction capability of machine 

learning could reveal that a woman had an abortion, as described in section three. 

6.1. Is intimate data safe?  

When it comes to data privacy, the period-tracking industry has not proven itself worth users' 

trust. A popular period-tracking app Flo has been violating its own privacy policy by sharing 

intimate health details of its users to big tech companies, such as Facebook and Google. The 

U.S. Federal Trade Commission’s (F.T.C.) report indicates that between 2016 and 2019 Flo 

informed Facebook every time a user logged they were on their period or wanted to get 

pregnant (Federal Trade Commission 2020). In its privacy policy Flo app had claimed it only 

shared “non-personally identifiable” information with third parties but this proved false in an 

investigation done by Wall St. Journal (Schechner & Secada 2022). 

 Flo is not the only period-tracking application that has failed to protect users' private 

health data. According to a review published in JMIR, the most popular women’s health apps 

had poor data privacy, sharing, and security standards (Alfawzan, Christen, Spitale & Biller-

Andorno 2022). Researchers wrote that “although regulations exist, such as the European 

Union General Data Protection Regulation, current practices do not follow them”  (Alfawzan 

et al. 2022). The review noted that 20 of the 23 apps analyzed passed on data to third parties, 

while researchers were unable to determine data protection policies for the other three 

applications (Alfawzan et al. 2022). 

 Hence it is clear that women need to be concerned about the tech companies 

collecting and handling intimate data. Next I am going to examine different options on how – 

or if  – women using period-tracking apps can avoid surveillance. 

6.2. Switching apps – is one better than another? 

After the supreme court’s decision, many women did not delete their period-tracking apps but 

traded them in for new ones in search of better data privacy. Reports show that the top five 

period-tracking apps in the US did not lose users but instead improved their app store 

rankings between June 24th and June 30th 2022  (Poli 2022). Two apps, Stardust and Clue, 

made it to the top of the charts on Google Play and App Store (Poli 2022). 

 Choosing the most secure option has not, however, been clear cut for the users. Many 

users seem to make a decision about which period-tracking app to use based on a false sense 

of security. Next I am going to have a closer look at Stardust app and Clue app to evaluate 
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their safety claims. 

 After the Supreme Court’s decision was released, Stardust app started promoting itself 

in social media  as “a women-owned period tracker founded on a belief in freedom of choice 

and freedom of privacy” (Stardust 2022). However, an application designed by women did 

not prove to be safer than the other popular period-tracking apps: US tech media TechCrunch 

made an investigation about the Stardust app’s data privacy, and revealed several problems. 

 The most worrying thing that emerged in the analysis was that if a user logged into 

the app using their phone number, Stardust shared the user’s phone number with a third party 

analytics service called Mixpanel (Perez & Whittaker 2022). This leaking data could be used 

to identify individual users of the app.  

 One way for users searching for better data security has been switching from US 

based apps to Europe-based apps.  Clue, another application which gained popularity after the 

court ruling, promoted itself as a safer option because they follow European General Data 

Protection Regulation law GDPR (Clue 2022e). This law is safer and stricter than the U.S  

data privacy laws. Another argument in favor of Europe-based apps is that US companies are 

more easily forced to comply with American authorities and courts’ requests. Enforcement is 

obviously trickier against European companies. However, even though data is being 

processed by a European company, it does not mean that using a Europe-based app protects 

users from the courts requesting data from them directly. It is vital for the users to understand 

that once an individual is identified and their data sought after, there is not much these apps 

can do to protect a user. 

 After privacy concerns have arisen the developers of period-tracking apps have been 

looking for ways to anonymize the user data. In September 2022 period-tracking app Flo 

released a feature called Anonymous Mode for iOS users (Flo 2022d). The setting seeks to 

protect intimate data  in a number of ways, e.g. encrypting data as it’s transferred to Flo’s 

server. In addition, data that can be used to identify someone  such as user ID and IP address, 

is kept apart from data logged into the app (Flo 2022d). 

 But does the anonymous mode really make user data secure?  Data-privacy experts 

have hinted that the whole term “anonymous” is misleading, since learning algorithms can 

create re-identification processes which link the anonymised data back to users. From a paper 

published in Nature, it turns out that numerous anonymous datasets have been released and 

re-identified  (Rocher, Hendrickx & de Montjoye 2019). The researchers said in the paper’s 

abstract: “Our results suggest that even heavily sampled anonymized datasets are unlikely to 

satisfy the modern standards for anonymization set forth by GDPR (Rocher et al. 2019). 
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6.3. Is deleting an app a good option? 

Upon closer inspection, many of the popular period-tracking apps' advertising slogans and 

promises turn out to be empty. Without a deep analysis of each period-tracking app's privacy 

policy and carefully performed testing of each app’s security protections, it’s hard for users to 

choose one period-tracking app over another. This raises a question of whether users should 

delete period-tracking apps all together to avoid risking their intimate data. 

 Under European data privacy law GDPR, data controllers and processors are obliged 

to return or delete all personal data after the end of services (GDPR 2018). However, not all 

the applications delete user’s data immediately after the application has been deleted. For 

example Flo states in their privacy policy that when deleting their app, they “retain your 

personal data for a period of 3 years in case you decide to re-activate” (Flo 2022e). 

 It is also important to note that period-tracking apps are not the only apps that could 

be used against women when it comes to criminal prosecution. Search engine history,or a text 

message to a friend could be as well used to connect someone to an abortion. Even if a 

woman is sitting in the waiting room of an abortion clinic and scrolling social media on her 

phone, the app might collect location data. Therefore it seems that period-tracking apps are 

just a needle in a haystack when it comes to data security. 

 

7. How to build a better future for women and Femtech 

Sini-Marja Ant-Wuorinen 

Whereas period-tracking should make a person’s everyday life easier and increase knowledge 

about one's health, the consequences after the Supreme Court’s overturning Roe v. Wade will 

comprehensively affect American society and business, not least in the context of Femtech. 

 President Biden issued an executive order (White House, 2022) to fortify data privacy 

regarding sensitive data related to reproductive healthcare, yet still many consumers suspect 

their data will be sold on to third parties or their personal health data could be turned over to 

law enforcement, in case of subpoena. 

 What the future holds for Femtech, relies besides on legal matters, tech companies, 

app developers, investors and not least on the reliability and data safety.. This article cannot 

take a stand on all of this, let alone predict the future, but in the following we have assessed 

some of the threats and scenarios for Femtech, based on previous research related to the 
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topic. 

7.1. The struggle is regulation? 

The United States, in contrast to GDPR in Europe, does not have a singular law that covers 

the privacy of all types of data. Instead, it has a mix of laws designed to target only specific 

types of data in special circumstances. (Klosowski, 2022.) 

 The regulatory sphere in which Femtech operates fundamentally fails to ensure that 

the health and safety of femtech users are protected as the market continues to expand 

(Scatterday, 2021). The U.S. Food and Drug Administration (FDA) currently regulates only 

certain Femtech apps under full regulation. However, FDA has already reacted to the need 

for stricter regulation and created a new category of medical devices subject to regulatory 

control, Software Applications for Contraception (SAC). The category includes e.g. Natural 

Cycles, which received FDA’s approval already in 2018. This indicates it could be possible to 

bring reproductivity related apps within the scope of better regulation as Taylor (2022) 

suggests. 

 Many of the Femtech apps give personalized fertility predictions and are advertised 

and used as contraceptives, meaning that they should fall within the FDA’s definition and as 

Natural Cycles, they should also be subject to full FDA regulation as medical devices. The 

problem with FDA categorization is, according to Scatterday (2022), that even after receiving 

medical device status, the focus would be on regulating health-technical issues rather than 

privacy issues. 

 In the United States, health information is governed by the Health Insurance 

Portability and Accountability Act (HIPAA). It was enacted in 1996 in response to patients’ 

inherent privacy concerns following the medical care industry’s digitization of medical 

records. (Gillman 2021.) Reproductive health data shared or obtained outside a medical 

setting, is currently shielded neither by HIPAA federal law nor state consumer protection 

law. This means that information shared with period trackers, obtained by data brokers, or 

collected by “unethical crisis pregnancy centers” can be obtained by warrant, court order or 

subpoena. (Scatterday, 2022). Due to this, healthcare- and legal experts and researchers 

suggest privacy protections to cover data collected by Femtech apps under HIPAA. If HIPAA 

were amended to include Femtech apps as covered entities which include doctors, hospitals 

and pharmacies,  user data would be protected under HIPAA's Privacy Rule, Security Rule, 

and Breach Notification Rule (Scatterday, 2022).   
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“The HIPAA Rules generally do not protect the privacy or security of your health 

information when it is accessed through or stored on your personal cell phones or 

tablets. The HIPAA rules apply only when PHI (Protected Health Information) is 

created, received, maintained, or transmitted by covered entities and business 

associates.” (U.S. Department of Health & Human Services, 2022.) 

HIPAA’s covered entity should in Scatterday´s notion include any app that collects and stores 

data about users’ reproductive health. She suggests data encryption to be a reasonable 

measure for femtech apps to implement, considering the intimate nature of the data collected 

and the risks involved with possible data breaches.  

 To ensure that Femtech app providers are held to higher standards, these companies 

must be regulated. Likewise, Femtech mobile application users need adequate legal 

protection to rely on when companies fail to protect their personal health information (Rosas, 

2019). Also state legislators are addressing the array of privacy issues arising from online 

platforms. New privacy laws are considered as a solution to obtain better privacy protection. 

According to NCSL National Conference of State Legislatures (NCSL 2022) certain states, 

e.g. California, Colorado, Connecticut, Virginia, and Utah have started to address this gap in 

their comprehensive privacy laws.   

7.2. A Critical Feminist perspective and cyber security 

The regulatory ambiguities presented in the previous chapters undoubtedly affect what start-

ups want to develop and investors fund in the future. 

 It is clear that in times of uncertainty the development of women's health services are 

at risk. If consumers start to think reproductive health data can be used against them, they are 

simply going to stop entering information into the apps. This leads to fewer data to be 

collected, shared and thus diminishing overall knowledge of women's health. 

 Studies have shown that the majority of femtech start-ups are led by women. 

According to McKinsey’s survey (2022) Femtech is powered to a significant extent by 

female entrepreneurs, more than 70 percent of Femtech companies in the analysis had at least 

one female founder. However, technologies behind start-ups are predominantly funded by 

men (McKinsey, 2022). This leads to the fact that power in terms of what does and does not 

get funded, are in the hands of those who do not necessarily use the technology or have an 

experiential understanding of the reasons why one might want to use it. 

 An interesting perspective and a critical approach when considering the future of 
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femtech is called data feminism. A book Datafeminsm (D'Ignazio, Klein, 2021) provides 

strategies for data scientists seeking to learn how feminism can help them work for justice, 

and for feminists who want to work in the expanding field of data science. D'Ignazio and 

Klein consider how data science can be used to reinforce existing inequalities. They also 

bring up concerns about the decreasing representation of women among programmers and 

data architects.  

 A critical perspective also applies to the interface between health and business. 

Femtech users must be protected where private industry and health meet because in 

capitalism profit often comes before rights and interests (McMillan 2022). Growing concerns 

have already forced Apple, Google, Meta and other tech giants to take steps to rein in the sale 

of consumer data. Apple recently launched its own App Tracking Transparency feature, that 

allows  iPhone and iPad users to block apps from tracking them (MacWorld, 2021).  

 Cyber security experts rely on the role of technology in securing data privacy. 

Developed data encryption can already preserve the privacy of both the data and the analysis 

being conducted on the data. This includes homomorphic encryption, which allows firms to 

perform computations on encrypted data without ever decrypting it and, therefore, without 

revealing anything sensitive. This means they can share and analyze sensitive data without 

revealing the underlying information and stay within regulatory requirements. (Hughes, 

2022.) As the law enforcement actions protecting consumers' digital health-relevant data are 

increasing,  software developers should also be familiar with privacy and security 

requirements to adequately address privacy concerns and expectations and practices for 

future compliance. 

 

8. Conclusions  

In this paper we aimed to analyze from various perspectives whether period-tracking 

applications could be used to target and even punish women seeking abortion in the US after 

the overturning of Roe v. Wade. 

 First, we found that critical understanding of period-tracking applications relates to 

recent societal developments in the US: restricted abortion rights of post Roe era, user-

generated data becoming a possible commodity, and data-related criminal investigation 

methods of the US law enforcement becoming less transparent and mass-oriented. 

 We discovered that even though Femtech has been marketing itself as an empowering 
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tool, the opposite can be argued. Period-tracking applications such as Flo and Clue claim to 

be committed to data security, but they have been caught deceiving their users. Femtech also 

lacks regulation and ethical standards such as those of the medical field. Therefore, data in 

the wrong hands could pose a threat in the post Roe era of abortion rights. 

 Moreover, we found that although period-tracking applications are marketed to 

women as means of being in control, they were working in opposing ways. Firstly, their 

ability to help in conceiving or in preventing pregnancies has been questioned. Second, the 

intimate data collected by the applications has been shared with third parties in many 

instances, as different studies demonstrate. At the discourse level, the applications may 

strengthen pre-existing ideas of womanhood and women’s sexuality. 

 When analyzing the period-tracking applications from the perspective of 

technological and data protocol level, we found that many period-tracking apps have poor 

data privacy and security standards. We also discovered that we cannot rule out the 

possibility that machine learning could detect or predict abortion from relatively simple 

input data. Considering this, it seems that we are incapable of reliably assessing what kind of 

data would be safe to share in period-tracking apps in terms of detecting or predicting 

pregnancy, or abortion. 

 With all these developments considered, we argue that it can be legitimately claimed 

that period-tracking apps could be used against women seeking an abortion in the US. 

 To draw wider lessons for the future, we argue that the development of the industry is 

at risk if neither users nor investors believe in its security. As the regulation is currently a 

confusing and siloed regime and the administration and categories have deficiencies and 

ambiguities, we suggest that Femtech regulation should be more consistent and always aim 

to protect the individual’s data privacy. Further studies from various perspectives would also 

be required to fully understand the current state and the possible future developments of this 

issue. 
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