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ASR

● Architecture: wav2vec 2.0

● Pre-trained on large amount of unlabeled speech
○ Learns deep acoustic representations

● Can perform ASR after fine-tuning on labeled data

● Suits for low-resource ASR

● Easy to adapt to the target domain
○ Fine-tune first on L1 data, then on L2 speech

● No language model



ASR

● Finnish: 308 speakers / 2112 

samples / 14 hours

● Swedish: 178 speakers / 1542 

samples / 5.5 hours

● 4-fold cross-validation

● Finnish: 21.89%/7.06% WER/CER

● Swedish: 17.71%/9.08% WER/CER



Holistic Score

● 4 holistic levels for Swedish and 6 

levels for Finnish

● Manually extracted features + deep 

acoustic representations from the 

middle layer of wav2vec 2.0

● Classifier: 6-layer DNN
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Finnish Holistic

● 46% accuracy / 39% F1

● Confusion between the 

neighboring classes



Swedish Holistic

● 55% accuracy / 50% F1



Swedish Holistic

● 55% accuracy / 50% F1

● Tends to rate as intermediate 

levels (A2 and B1)

● More beginner level samples 

are being collected
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Conclusions and Future Work

● L2 ASR + speech rating system for L2 Finnish and Finland Swedish

● 4 systems assessing different aspects of L2 speakers’ proficiency

● Some systems have low agreement with human raters
○ The degree of human-to-human agreement is often even lower

● Model compression

● Updating L2 Swedish models
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