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PLAN OF THE TODAY’S LECTURE

1. Bayesian Inference

2. Model Selection

3. Dating divergence time (Part I)



Bayesian interpretation of probability

Thomas Bayes (1701 –1761)

𝑃 𝐴 𝐵 =
𝑃 𝐵 𝐴 𝑃(𝐴)

𝑃(𝐵)

Bayes' theorem:

Posterior:
Probability that A
is true given B is 
observed

Probability of B 
(=probability of 
data, =marginal 
probability)

Prior:
Probability of A
before gathering the 
data 

Likelihood:
Probability 

of B given A

• Bayesian interpretation expresses a degree of belief in an event
• This degree of belief is based on prior knowledge about the event



Using the Bayes theorem:

Long 
hair 
(0.4)

Short 
hair(0.6)

Long 
hair 
(0.3)

Short 
hair(0.7)

Women (0.5)Men (0.5)

If we see someone has long hair, what is the
probability that this person is a man (or a woman)?

𝑷 𝑨 𝑩 =
𝑷 𝑩 𝑨 𝑷(𝑨)

𝑷(𝑩)



Using the Bayes theorem:

Long 
hair 
(0.4)

Short 
hair(0.6)

Long 
hair 
(0.3)

Short 
hair(0.7)

Women (0.5)Men (0.5)

If we see someone has long hair, what is the
probability that this person is a man (or a woman)?

𝑷 𝑨 𝑩 =
𝑷 𝑩 𝑨 𝑷(𝑨)

𝑷(𝑩)

M & W Total Prob. Hair Length 
Prob.

Short 0.6*0.5 = 0.3

Long 0.4*0.5 = 0.2

Short 0.7*0.5 = 0.35

Long 0.3*0.5 = 0.15

Total 1



Using the Bayes theorem:

Long 
hair 
(0.4)

Short 
hair(0.6)

Long 
hair 
(0.3)

Short 
hair(0.7)

Women (0.5)Men (0.5)

If we see someone has long hair, what is the
probability that this person is a man (or a woman)?

𝑷 𝑨 𝑩 =
𝑷 𝑩 𝑨 𝑷(𝑨)

𝑷(𝑩)

M & W Total Prob. Hair Length 
Prob.

Short 0.6*0.5 = 0.3

Long 0.4*0.5 = 0.2 0.2/(0.2+0.15) 
= 0.57

Short 0.7*0.5 = 0.35

Long 0.3*0.5 = 0.15 0.15/(0.2+0.15) 
= 0.43

Total 1



Using the Bayes theorem:

Long 
hair 
(0.4)

Short 
hair(0.6)

Long 
hair 
(0.3)

Short 
hair(0.7)

Women (0.5)Men (0.5)

If we see someone has long hair, what is the
probability that this person is a man (or a woman)?

𝑷 𝑨 𝑩 =
𝑷 𝑩 𝑨 𝑷(𝑨)

𝑷(𝑩)

𝑃 𝑚𝑎𝑛 𝑙𝑜𝑛𝑔 ℎ𝑎𝑖𝑟 =
𝑃 𝑙𝑜𝑛𝑔 ℎ𝑎𝑖𝑟 𝑚𝑎𝑛 𝑃(𝑚𝑎𝑛)

𝑃(𝑙𝑜𝑛𝑔 ℎ𝑎𝑖𝑟) = 𝟎. 𝟓𝟕

𝑃 𝑙𝑜𝑛𝑔 ℎ𝑎𝑖𝑟 = 𝑃 𝐿𝑜𝑛𝑔 ℎ𝑎𝑖𝑟 𝑃 𝑚𝑎𝑛 +P(Long hair)P(woman) = 0.35

0.4 0.5 

0.5 0.5 0.3 0.4 

0.35 
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Monty Hall Paradox

1.

2.

3.

Stay Switch



Monty Hall Paradox

p(the car behind door 1 | Monty Hall opens door 3)=

p(Monty Hall opens door 3 | the car behind door 1 )∗ p(the car behind door 1 )
p(Monty Hall opens door 3 )

= (1/2 * 1/3) / (1/2) = 1/3

p(the car behind door 2 | Monty Hall opens door 3)=

p(Monty Hall opens door 3 | the car behind door 2)∗ p(the car behind door 2 )
p(Monty Hall opens door 3 )

= (1 * 1/3) / (1/2) = 2/3

1. 

2.

3.

(3)

(1&2)



Bayesian interpretation of probability

𝑃 𝐴 𝐵 =
𝑃 𝐵 𝐴 𝑃(𝐴)

𝑃(𝐵)

Bayes' theorem:

Posterior:
Probability that A
is true given B is 
observed

Probability of B 
(=probability of 
data, =marginal 
probability)

Prior:
Probability of A
before gathering the 
data 

Likelihood:
Probability 

of B given A

• Bayesian interpretation expresses a degree of belief in an event
• This degree of belief is based on prior knowledge about the event

Without loss of generality posterior can be written as:

Posterior ∝ Likelihood * Prior



Likelihood function of Binomial distribution

𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑝 𝑛 = 3, 𝑘 = 2) = !
" 𝑝

"(1 − 𝑝)!#" = $
% 𝑝

%(1 − 𝑝)$#%

Given n and k, infer 
probability for every p

Ln(p|𝑛,k)

Likelihood is not a 
distribution!!!



Likelihood function of Binomial distribution

𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑 𝑝 𝑛 = 3, 𝑘 = 2) = !
" 𝑝

"(1 − 𝑝)!#" = $
% 𝑝

%(1 − 𝑝)$#%

Given n and k, infer 
probability for every p

Ln(p|𝑛,k)

Informal Axiom of Statistics:

Any measured quantity of 
any set of objects in the 
Universe has some 
probability distribution

What if the parameter p is not 
just a maximum point but has 
some distribution?

Likelihood is not a 
distribution!!!

Use the Bayes theorem!

Posterior ∝ Likelihood * Prior



Bayesian theorem applied to probability 
distribution

• We can find the distribution of p using Bayes theorem:

Posterior ∝ Likelihood * Prior

• Bayes theorem requires prior choice

𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑
!
" 𝑝

"(1 − 𝑝)!#" = $
% 𝑝

%(1 − 𝑝)$#%



Beta distribution is the natural choice as the 
prior for the Binomial Likelihood

https://en.wikipedia.org/wiki/Beta_distribution



Why not Normal?

Normal Distribution. It has two parameters: 
Mean (mu) and Variance  (sigma)



Posterior for coin toss 

Priors:



Posterior for coin toss 

Priors:

Posteriors:



Posterior for coin toss 

Priors:

Posteriors:

…………..
100 trials



Hyperpriors are the priors for the priors

Likelihood: 𝑝 𝑛, 𝑘) = <= 𝑝
=(1 − 𝑝)<>=

Prior: 𝑝 ~ 𝐵𝑒𝑡𝑎(𝑎, 𝑏)

Hyperprior: 𝑎 ~ 𝐺𝑎𝑚𝑚𝑎 𝑘1, 𝜃1
Hyperprior: 𝑏 ~ 𝐺𝑎𝑚𝑚𝑎(𝑘2, 𝜃2)

Informal Axiom of Statistics:

Any measured quantity of any set of objects in the Universe has some probability distribution

Likelihood: 𝑝 𝑛, 𝑘) = <= 𝑝
=(1 − 𝑝)<>=

Prior: 𝑝 ~ 𝐵𝑒𝑡𝑎(𝑎, 𝑏)

Model with priors Model with hyperpriors



Bayesian inference

Q=
−𝛼 𝛼
𝛽 −𝛽

𝜋 =(𝜋1, 𝜋2)

• Sample parameters from their joint 
posterior distribution

• Your parameter sample is a distribution
• It’s not a point estimate as in  the 

Likelihood method

Topology and branch lengths Rates of the rate matrix Initial vector at the root of tree

ML BI



Felsenstein’s pruning algorithm is the same 
for the Bayesian Inference but add Priors

state 1 state 2

1 0

1 0 0 1

0 1 0 1 0 1

0.08 0.04

0.12 0.12

0.02 0.02

Q= −1 1
2 −2

𝜋 =(1/2, 1/2)

2

108 6

2

Given values:

1

2

3

2 Likelihood (at the root):

L(tree) = Pr(black)* 𝝅1+Pr(red)* 𝜋2 =    
0.02*1/2+ 0.02*1/2 = 0.02

Posterior ∝ L(tree) * Prior

state 1 state 2



Approximating the posterior distribution with  
Markov Chain Monte Carlo (MCMC) method using 
Metropolis-Hasting algorithm

Estimating area of the circle using Monte Carlo method



Approximating the posterior distribution with  
Markov Chain Monte Carlo (MCMC) method using 
Metropolis-Hasting algorithm

Posterior
MCMC is a Markov chain that being at 
stationary randomly samples from the 
posterior distribution



From the presentation of Brian Moore 
(Univ. of Davis)
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From the presentation of Brian Moore 
(Univ. of Davis)



Software for accessing diagnostics:

• Tracer https://github.com/beast-dev/tracer/releases/tag/v1.7.1

• Bonsai (R package)
• AWTY

From the presentation of Brian Moore 
(Univ. of Davis)

https://github.com/beast-dev/tracer/releases/tag/v1.7.1


From the presentation of Brian Moore 
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From the presentation of Brian Moore 
(Univ. of Davis)



Credible interval in BI
• Credible interval is an interval within which a parameter value falls

with a particular probability

• A measure of the parameter uncertainty

Posterior

Credible interval 95%



Maximimum Likelihood vs. Bayesian Inference

Likelihood:
• Fast
• No priors no subjectivity
• Some types of analyses are 

challenging due complex likelihood 
functions

Bayesian:
• Slow
• Priors are logical since everything has 

a distribution
• Scientists think in a Bayesian way
• Some models can be implemented 

only in BI. Bayesian non-parametric 
methods (Dirichlet process prior).



Software for tree reconstruction using BI

• MrBayes: http://nbisweden.github.io/MrBayes/

• RevBayes: https://revbayes.github.io

• Beast: https://www.beast2.org

http://nbisweden.github.io/MrBayes/
https://revbayes.github.io/
https://www.beast2.org/


Suggested literature

Doing Bayesian Data Analysis: A Tutorial 
with R, JAGS, and Stan



Quick demo:
Binomial Bayesian Inference



Model selection



Model selection using Maximum Likelihood

• Different models have different number of parameters



Model selection using Maximum Likelihood
AIC (Akaike information criterion)

• Based on information theory

• AIC estimates the relative amount of information lost by a given model in comparison to the true (unknown) 
model

• The less information a model loses, the higher the quality of that model

Kullback–Leibler
divergence (“distance”)



Model selection using Maximum Likelihood
AIC (Akaike information criterion)

• Based on information theory

• AIC estimates the relative amount of information lost by a given model in comparion to the true (unknown) 
model

• The less information a model loses, the higher the quality of that model

• AIC shows the raltive fit of a model

• The model with a minimum AIC is the best

• Use ∆𝐴𝐼𝐶 for comparing multiple models

𝐴𝐼𝐶 = 2𝑘 − 2𝐿𝑛 𝐿
Where k is the number of the parameters

Delata	AIC:
∆𝐴𝐼𝐶 = 𝐴𝐼𝐶 𝑀1 − 𝐴𝐼𝐶(𝑀2)

∆𝐴𝐼𝐶 scale



Model selection using Maximum Likelihood
BIC (Bayesian information criterion)

• Motivated by Bayesin thinking but applied to likelihood methods

• BIC approximates the probability of data

• BIC shows the raltive fit of a model

• The model with a minimum BIC in a set of models is the best (= has
maximum posterior probability)

𝐵𝐼𝐶 = 𝐿𝑜𝑔 𝑛 𝑘 − 2𝐿𝑛(𝐿)
Where k is the number of the parameters and
n is the number of data points

Delata	BIC:
∆𝐵𝐼𝐶 = 𝐵𝐼𝐶 𝑀1 − 𝐵𝐼𝐶(𝑀2)

probability of data
(marginal probability)

𝑃 𝐴 𝐵 =
𝑃 𝐵 𝐴 𝑃(𝐴)

𝑃(𝐵)

BIC is the area under 
likelihood function

∆𝐵𝐼𝐶 scale



Model selection in Bayesian framework
Marginal Likelihood (MLn) and Bayes factor (BF)

• Based on Marginal lekelihood (= probability of data)
• Similar to BIC
• BF is similar to ∆𝐵𝐼𝐶
• BF shows the relative fit of a model
• Marginal likelihood is hard to compute
• Softwares implement special algorithms for computing it (i.e. stepping stone)

𝐵𝐹 = 𝑀𝐿𝑛 𝑀1 −𝑀𝐿𝑛(𝑀2)

probability of data
(marginal probability)

𝑃 𝐴 𝐵 =
𝑃 𝐵 𝐴 𝑃(𝐴)

𝑃(𝐵)

Marginal likelihood is the area under 
posterior distribution function

𝐵𝐹 scale



Model selection in practice

• Maximum Likelihood
• IQ Tree http://www.iqtree.org

• Bayesian
• MrBayes: http://nbisweden.github.io/MrBayes/
• RevBayes: https://revbayes.github.io
• Beast: https://www.beast2.org

• Old software
• ParitionFinder http://www.robertlanfear.com/partitionfinder/
• ModelTest-NG v0.1.5 https://github.com/ddarriba/modeltest/releases

http://www.iqtree.org/
http://nbisweden.github.io/MrBayes/
https://revbayes.github.io/
https://www.beast2.org/
http://www.robertlanfear.com/partitionfinder/
https://github.com/ddarriba/modeltest/releases


Suggested literature

Model Selection by Burham and Anderson

Doing Bayesian Data Analysis: A Tutorial 
with R, JAGS, and Stan

Model Selection and Model Averaging



Summary

• Bayesian Inference is a natural extension of Likelihood method for 

estimating posterior probability of parameters

• Model selection tools allow testing various hypotheses in Maximum 

Likelihood and Bayesian frameworks


