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Nucleation of clusters from the gas phase is a widely encountered phenomenon, yet
rather little is understood about the underlying out-of-equilibrium dynamics of this
process. The classical view of nucleation assumes isothermal conditions where the
nucleating clusters are in thermal equilibrium with their surroundings. However, in
all first-order phase transitions, latent heat is released, potentially heating the clusters
and suppressing the nucleation. The question of how the released energy affects cluster
temperatures during nucleation as well as the growth rate remains controversial. To
investigate the nonisothermal dynamics and energetics of homogeneous nucleation,
we have performed molecular dynamics simulations of a supersaturated vapor in the
presence of thermalizing carrier gas. The results obtained from these simulations are
compared against kinetic modeling of isothermal nucleation and classical nonisothermal
theory. For the studied systems, we find that nucleation rates are suppressed by two
orders of magnitude at most, despite substantial release of latent heat. Our analyses
further reveal that while the temperatures of the entire cluster size populations are
elevated, the temperatures of the specific clusters driving the nucleation flux evolve from
cold to hot when growing from subcritical to supercritical sizes and resolve the apparent
contradictions regarding cluster temperatures. Our findings provide unprecedented
insight into realistic nucleation events and allow us to directly assess earlier theoretical
considerations of nonisothermal nucleation.
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Gas-phase nucleation, where nanoscale clusters emerge from a supersaturated vapor, is
ubiquitous and important (e.g., particle formation from atmospheric trace gases directly
impacts on regional aerosol concentrations as well as the global climate) (1–3). Despite
the long history of nucleation studies, dating back to Lord Kelvin (4), our understanding
of some of the most basic mechanisms of cluster formation remains incomplete. One
key issue is related to the latent heat release and its dissipation from the clusters into
the surroundings during the phase transition. Latent heat is inevitably present in any first-
order phase transition, yet the amount of latent heat involved in gas-to-cluster nucleation is
much higher than, for example, in liquid-to-solid transitions. Classical nucleation theory,
as many other models, assumes perfectly isothermal conditions (i.e., that the dissipation
and thermal equilibration of clusters occur instantaneously). However, in reality, the heat
transfer with the thermalizing medium, here carrier gas, occurs at a finite rate, leading
to potential temperature differences between the clusters and their surroundings. As
nucleation is highly sensitive to temperature, elevated cluster temperatures would cause a
significant suppression of the nucleation rate.

While in the isothermal models of nucleation, only the clusters and condensable
monomers are explicitly considered, the different treatments—whether thermodynamic,
statistical, or simulation based—of nonisothermality necessarily consider the presence of
a carrier gas with a given density. This is illustrated in Fig. 1 with a couple of snapshots
of nucleating clusters at different carrier gas densities taken from large-scale molecular
dynamics (MD) simulations carried out for this study. As the description of the process
is restricted to unary homogeneous nucleation, the carrier gas is chemically inert and
unable to condense at the temperatures and pressures considered. Thus, the carrier gas
only exchanges energy with the vapor and the clusters but does not directly influence the
nucleation free energy barrier separating the two phases as in binary or heterogeneous
nucleation.

One of the first theoretical attempts to understand the influence of latent heat during
nucleation was by Feder et al. (5) already in 1966. In their model, they considered
both the clusters’ size and energy instead of just their size as in isothermal nucleation
theories. Based on the principle of detailed balance for stationary cluster distributions, they
derived a simple factor for the isothermal nucleation rate suppression due to insufficient
thermalization:
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fsupp =
Jnoniso

Jiso
=

b2

b2 + q2
, [1]

where Jnoniso and Jiso are the nonisothermal and isothermal nu-
cleation rates, respectively. The mean squared energy transfer
between a monatomic cluster and monatomic carrier gas between
two subsequent condensation/evaporation events is described by
the parameter b2 (5, 6),

b2 ≈ 2k2
BT

2

(
1 +

Nc

N1

√
m

mc

)
, [2]

where kB is the Boltzmann constant and T is the bath temper-
ature. N1 and Nc as well as m and mc denote the number and
masses of condensable monomers and carrier gas, respectively.
The energy, q , released upon the addition of a monomer to
a cluster at the critical size is crudely modeled in the original
work by Feder et al. (5); however, this parameter can be refined
using thermodynamic arguments (7) or atomistic simulations, as
done here (SI Appendix, section A). The level of nucleation rate
suppression based on Eq. 1 is typically quite modest, fsupp � 0.01,
even in the absence of carrier gas as the heat of vaporization
(and thus, q) is of the order of 10kBT for many liquids. While
several studies of nonisothermal nucleation (7–13) have observed

A

B C

Fig. 1. Illustration of cluster formation in an atmosphere of carrier gas.
(A) A simulation box containing nucleating vapor and clusters (red) and CGAs
(blue). Atomistic details of a cluster and the surrounding CGAs at low (B) or
high (C) density. Snapshots were taken from large-scale MD simulations of an
LJ system at a reduced temperature of 0.3 and carrier gas to nucleating vapor
density ratios of (B) 15 and (C) 100, respectively. The dashed line indicates a
sphere with a radius of 10 LJ distance units.

or estimated suppression to be in good agreement with Eq. 1, this
prediction has also been challenged (14).

By definition, the distinction between cluster temperatures and
bath temperature is at the heart of nonisothermal nucleation.
According to the nonisothermal theory (5), the difference between
the average kinetic temperature of an n-cluster, 〈Tn〉, and the
well-defined carrier gas temperature, T , is given as

ΔTn = 〈Tn〉 − T ≈ T
q

b2 + q2

(
−∂ΔWn

∂n

)
. [3]

This was originally formulated in terms of cluster excess
energy (5) but has been translated to temperature difference
in subsequent literature. Due to the classical functional form
of the cluster formation free energy barrier, ΔWn , Eq. 3
implies that subcritical clusters have average temperatures below
T (−∂ΔWn/∂n < 0), supercritical clusters have temperatures
higher than T (−∂ΔWn/∂n > 0), and critical clusters have
the temperature of the heat bath (−∂ΔWn/∂n = 0). While
the nucleation rate suppression predicted by the nonisothermal
theory is rather well accepted, the implications for the cluster
temperatures are still strongly debated; in particular, the question
of whether nucleating clusters evolve from “cold to hot,” as
implied by Eq. 3, or if they are above the bath temperature
throughout their size range is still open.

Some authors have supported the possibility of finding cool
subcritical clusters (6, 10, 15, 16), while a significant body of
studies (8, 9, 11, 17–20) disagrees with Eq. 3 and expects all
clusters to be warmer than the surroundings. Considering the
amount of released energy upon condensation, one could in fact
anticipate a more drastic deviation from the isothermal nucleation
rates than just a few orders of magnitude (14, 21). The uncertainty
regarding cluster temperatures is further complicated by the issue
of temperature definition for finite-size systems. Especially in the
case of atomistic simulations (6, 15, 19), the conclusions drawn
from the data depend crucially on the way the temperature 〈Tn〉
is calculated, as will be discussed in more detail later.

Despite recent experimental advances, atomistic simulations
are still the only route to fundamental understanding of the
details of nucleation processes at the nanoscale. A vast majority of
modern gas-phase nucleation (or new particle formation) studies
focuses on estimating stabilities of clusters based on their free
energies obtained from high-level quantum chemistry calculations
and implementing this information to appropriate kinetic models
to compute the cluster size distributions and nucleation rates
(2, 13, 22, 23). While this approach often yields very accurate free
energies, it is, however, constrained to thermal equilibrium and
unable to explicitly explore out-of-equilibrium processes, such as
nonisothermality. The only available method to study the dynamic
details of actual cluster formation remains direct MD simulations
of a supersaturated vapor, described by classical force fields (6, 15,
16, 20, 24–27). However, to observe nucleation on the timescale
accessible to atomistic MD, simulations are typically restricted to
rather extreme densities. The computational effort is even greater
when the thermalization is treated properly, through explicit car-
rier gas, instead of applying global thermostatting schemes directly
to the nucleating vapor (6, 12).

Thus, in order to address the open questions related to non-
isothermal nucleation, we perform both direct MD simulations
of supersaturated vapor as well as free energy calculations using
Monte Carlo (MC) methods for Lennard–Jones (LJ) systems.
As the nucleating system is studied independently with both
nonequilibrium (nonisothermal) and equilibrium (isothermal)
approaches, the previous theories and considerations related to
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nonisothermal nucleation and cluster formation can be tested
quantitatively. The key findings are further supported by addi-
tional simulations of carbon dioxide nucleation in argon carrier
gas using atomistic interaction potentials. We hope that the
presented results and insights are helpful in clarifying fundamental
aspects of homogeneous nucleation and resolving the apparent
controversies related to cluster temperatures during the phase
transition in a supersaturated vapor.

Results

The Level of Thermalization Has a Moderate Effect on Nucle-
ation Rates. To ensure a sufficient amount of nucleating clus-
ters for a statistically representative analysis, a large number of
monomers has to be included in the simulations. In the large-scale
MD simulations of LJ systems reported here, the systems contain
from N = 32,000 to over 400,000 nucleating atoms (NAs) and
varying amounts of carrier gas atoms (CGAs; Nc/N ranging from
0.01 up to 100). In total, 16 different simulations were carried
out at bath temperatures T = 0.3 and 0.5 and densities N /V =
5× 10−4 and N /V = 4.5× 10−3. Detailed descriptions of the
simulation setup and data analysis are provided in Materials and
Methods and SI Appendix, Table S1. For the sake of simplicity,
we adopt dimensionless units for LJ systems (i.e., the unit mass,
distance, energy, time, and kB are all set to one). To complement
and validate our simulations, we have included in our analysis
previous MD results of rather similar LJ systems at T ≈ 0.42 by
Wedekind et al. (6, 26) (differences in simulation methodology
and pair interactions are specified in SI Appendix, section B). The
formation of the smallest clusters (mainly dimers) is rather rapid,
and monomer depletion is noticeable at the beginning of the
simulations. Thus, to ensure the accuracy of our results, the
corresponding free energies from MC simulations are estimated
for converged monomer densities N1/V at the nucleation stage
(SI Appendix, Fig. S1 and Table S1).

For our large-scale MD simulations, the nucleation rates, JMD,
were calculated based on the time evolution of cluster distribu-
tions (SI Appendix, section C). As shown in Fig. 2A, JMD from
our simulations and the simulations of Wedekind et al. (6, 26)
increases with carrier gas density but only by one or two orders
of magnitude in the studied range of Nc/N . This is in agreement
with the theoretical estimate given by Eq. 1. Due to the difference
in simulation setups and underlying methodology, the simulation
data by Wedekind et al. (6, 26) have better statistics. However, we
argue that the large-scale MD simulations carried out in this work
provide a more realistic setup for the time evolution of cluster
populations.

Using the standard kinetic scheme of nucleation (Materials and
Methods and SI Appendix, section D) with the cluster free energies
from MC simulations, the nucleation rates, JMC, at thermal
equilibrium and in the free molecular regime can be readily
calculated. At the simulated monomer densities, the critical cluster
sizes of 6 and 14 at T = 0.3 and 0.5, respectively, obtained from
the free energy curves are consistent with the ones estimated from
the MD data as shown in SI Appendix, Table S1. For such cluster
sizes and temperatures, the nonisothermal parameter q is about
3 energy units (SI Appendix, section A). For very high carrier
gas densities, near-perfect thermalization (fsupp ≈ 0.8 . . . 0.9) is
expected according to Eqs. 1 and 2. Indeed, as shown in Fig. 2B,
the simulated and theoretically predicted values for the nucleation
rate suppression (i.e., JMD/JMC and Jnoniso/Jiso) are in good
agreement at all temperatures and over a wide range of carrier
gas densities. While we fail to obtain a perfect linear relation
between simulation and nonisothermal nucleation theory, the

A

B

Fig. 2. Nonisothermal nucleation rates of simulated LJ systems. (A) Simu-
lated nucleation rates JMD as a function of carrier gas ratio Nc/N and (B) the
ratios of JMD/JMC and ratios Jnoniso/Jiso predicted from nonisothermal nucle-
ation theory using Eq. 1 at different temperatures and carrier gas densities
used in the MD simulations of this work (circles and squares) and by Wedekind
et al. (6, 26) (triangles). The error bars represent the arbitrary uncertainty of
a factor of two, and the dotted line in B indicates perfect agreement. The
estimated boundary between free molecular and transition regimes (Kn ≈ 10)
is indicated by the vertical dashed line in B (SI Appendix, section E).

“sub-order-of-magnitude” agreement observed here is quite re-
markable in the context of theoretical nucleation studies.

The possible sources of inaccuracies are manifold and include
the simulation methods, the high vapor density conditions, and
the general stochastic nature of nucleation. The statistical errors
are, however, minor with respect to the general uncertainties in
both MD simulations and MC-based kinetic modeling. Here, we
assign an overall uncertainty of a factor two for JMD/JMC, which
is roughly equivalent to the effect of an error of kBT in the forma-
tion free energies, and a factor of two in the threshold method (27)
or in the collision rate coefficients (28). The agreement with the
results of Wedekind et al. (6, 26) implies that the details of the
interactions between NAs and CGAs do not significantly affect
the general trend observed in Fig. 2B. In the MC simulations,
both the pressure–volume work effect (26) and the atom–cluster
interactions (29) are neglected, as their contribution is very minor
at the studied conditions (12). The data only start to diverge
significantly for the highest carrier gas densities considered, which
are quite extreme, as illustrated in Fig. 1C. According to the
estimated Knudsen numbers, Kn, the most dense systems already
correspond to the transition regime (Kn < 10), where fundamen-
tal assumptions of kinetic modeling most likely do not apply.

Despite the small nonlinearities in Fig. 2B, considering the
complexity of nucleation processes and the very high sensitiv-
ity of nucleation rates to system parameters, such good agree-
ment between both MD and MC simulations and the classical
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nonisothermal theory is very encouraging. Moreover, the results in
Fig. 2B not only reflect the adequacy of the nonisothermal theory
but also, validate the standard kinetic scheme of steady-state
nucleation incorporated in the majority of nucleation theories.

The Smallest Clusters Have Skewed Temperature Distribu-
tions. The relatively minor effect of carrier gas densities on the
nucleation rates observed here [and elsewhere (6, 7, 9, 26)] seems
rather surprising at first, as many studies have shown that the
temperature of the critical cluster can be significantly above the
bath temperature during nonisothermal nucleation. Such elevated
cluster temperatures should result in much larger suppressions of
the nucleation rate than just a few orders of magnitude. Despite
some debate about the temperature definition in finite-size or
nonequilibrium systems (e.g., refs. 30–32), here it is consistent
with respect to both Eq. 3 and previous studies to use the kinetic
definition to calculate the temperature of an n-cluster from its
kinetic energy Kn :

Tn =
2Kn

3nkB
. [4]

For the temperature distribution in finite-size systems, Boltachev
and Schmelzer (17) proposed a non-Gaussian expression based on
the principles of statistical mechanics:

f (Tn) =
1

Tn

1

Γ(3n/2)

(
3nTn

2〈Tn〉

)3n/2

exp
(
− 3nTn

2〈Tn〉

)
, [5]

where Γ(x ) is the gamma function.
According to Boltachev and Schmelzer (17), the average kinetic

temperature is the appropriate thermodynamic measure of the
temperature of an n-cluster, 〈Tn〉, whereas Wedekind et al. (6)
and Angélil et al. (15) considered the maximum (i.e., the most
probable value of the distribution) in their studies. As shown in
Fig. 3, where thousands of LJ cluster configurations per size are

analyzed, the temperature distributions of different-sized clusters
observed in the MD simulation follow Eq. 5 very closely. As the
kinetic energies are bound to be nonnegative and the temperature
fluctuations are inversely proportional to cluster size (33), the
distributions for the smallest clusters are skewed toward higher
temperatures, and thus, they clearly deviate from the Gaussian
distribution expected in classical (continuum) thermodynamics.
Nearly Gaussian behavior is observed for larger clusters (n � 20).
For all cluster sizes, the temperature fluctuations closely follow
the expected statistics, as shown in SI Appendix, Fig. S2. Although
the maxima of the temperature distributions are below the bath
temperature for the subcritical clusters, their average temperatures
are very close to the bath temperature. At the same time, the
average temperatures of the entire cluster populations are above
the bath temperature without exceptions, and their temperature
systematically increases with size, as reported earlier (6, 15, 20).

Nucleation Is Driven by Cool Subcritical Clusters. As the average
temperatures of the entire cluster populations are above the bath
temperature, they are also more prone to evaporation compared
with similar-sized clusters in thermal equilibrium. Hence, it is
worth considering that a substantial part of the supercritical
clusters rapidly decays into subcritical clusters, which would imply
that the entire population of clusters does not correspond to the
actual population of nucleating clusters. To verify that this is the
case, we have further analyzed the individual clusters and their
trajectories in the MD simulations carried out at both tempera-
tures, T = 0.3 and 0.5, and Nc/N = 1. We have also included
data from all-atom MD nucleation simulations of carbon dioxide
in argon carrier gas at T = 90 K (Materials and Methods). The
largest supercritical clusters, well above the critical size, present at
the end of the nucleation stage were individually followed back
in time, and their size and kinetic energy were recorded in short
intervals of 500 time steps. This retrospective approach allows
us to distinguish the nucleating clusters from the background

A B

Fig. 3. Temperature distributions of the entire cluster populations n = 3 . . . 39 at bath temperatures (A) T = 0.3 and (B) T = 0.5. The thick lines show the
distributions in the MD simulation with Nc/N = 1, with the average temperatures 〈Tn〉 marked by circles. The dashed black lines represent the theoretical
distribution function given by Eq. 5. The bath temperature is indicated by the vertical gray lines. Due to the longer duration of the nucleation stage and notably
larger number of clusters formed, better statistics are obtained for T = 0.3 compared with T = 0.5.
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A

B

Fig. 4. (A) Temperature deviation from the bath temperature ΔT as a
function of cluster size n for the entire population of clusters (circles) and
nucleating clusters (crosses) in MD simulations. The blue and orange symbols
correspond to LJ clusters at T = 0.3 and 0.5 (in LJ units), respectively, whereas
the red symbols show the temperature deviations for CO2 clusters at T = 90 K
(scaled by a factor of 1/200 K). The predictions based on the theory of Feder
et al. (5) using the MC data are shown with solid lines. (B) Theoretical formation
free energy surface as a function of ΔT and n for the LJ system simulated
at T = 0.5 (SI Appendix, section D). As indicated by the black solid line, the
nonisothermal cluster growth path deviates from the isothermal minimum
free energy path shown as a white solid line. These two paths, however, cross
at the saddle point at the critical size (marked by a white cross and a dashed
line, respectively).

population of clusters. The difference between the clusters’ aver-
age temperature and the bath temperature, ΔT = 〈Tn〉 − T , is
shown in Fig. 4A for both LJ and CO2 systems. As expected, for
the largest clusters, the distributions and average temperatures of
the entire population and the nucleating clusters are very similar
(SI Appendix, Fig. S3). However, as shown clearly in Fig. 4A, the
average temperature of nucleating clusters below and near the
critical size is significantly lower than the average temperature of
the entire populations.

For all systems considered, the nucleating cluster data points
closest to the intersect ΔT = 0 coincide with the estimated
critical cluster sizes [about 6 and 14 for LJ systems and about 5
for CO2 (20)]. Hence, the critical clusters driving the nucleation
are indeed near thermal equilibrium with the surroundings, as
predicted by Eq. 3. To further demonstrate the general adequacy
of Eq. 3, for the LJ clusters we used the free energy values ΔWn

from MC to calculate the theoretical temperature differences ΔT
represented as solid lines in Fig. 4A. Again, as for the nucleation
rates, the temperature differences seen in the MD simulations
agree with the nonisothermal theory by Feder et al. (5) remark-
ably well when using the adequate values of q and ΔWn from
atomistic simulations.

Discussion

Recent MD studies of nucleation (6, 15, 20) have found average
temperatures of clusters uniformly above the bath temperature,
and without making the distinction between the entire cluster
populations and nucleating clusters, this has led to the conclusion
that cluster temperatures are elevated during nucleation. In addi-
tion to these atomistic simulations, a number of theoretical studies
have supported the idea that the critical clusters are significantly
above the bath temperature (8, 11, 14, 18, 19). On the other

hand, the notion of cold nucleating clusters has appeared in some
studies (6, 15) but only as a consequence of the ambiguity of the
temperature definition (average vs. most probable temperature)
(17). Toxvaerd (16) was the first to provide some evidence of
cold clusters acting as drivers of nucleation using MD simulations
but with limited statistics and without reporting the cluster size–
dependent temperature distributions.

In the presence of a well-defined free energy barrier to nucle-
ation, the nucleation rate mostly depends on the thermodynamic
properties of the critical cluster (5, 34). Therefore, the rather
minor suppression of the nucleation rates due to insufficient
thermalization, reported in Fig. 2 and SI Appendix, Table S2, is
understandable as the critical clusters are found to be in near-
thermal equilibrium with the surroundings. According to the
nonisothermal theory (5), the nucleating clusters are not exactly
constrained to the bottom of the valley in the free energy surface
of cluster size and energy but will travel along the slopes. This
nonisothermal growth pathway along the free energy surface is
illustrated in Fig. 4B. Consequently, the nonisothermal correc-
tion to the theoretical nucleation rate originates from out-of-
equilibrium clusters near the equilibrated critical cluster. With
the nonisothermal correction, the nucleation rates from MD
simulations are well captured by the standard kinetic scheme of
nucleation incorporating accurate free energy data.

Analyzing energetics of individual clusters obtained from MD
simulations of nucleation in a supersaturated vapor of LJ particles
or fully atomistic CO2 molecules, we have demonstrated the
clear difference between the temperatures of the entire cluster
populations (elevated at all sizes) and the specific clusters car-
rying the nucleation flux, with nucleating subcritical clusters
below, critical clusters at, and supercritical clusters above the bath
temperature. Our findings explain the often reported apparent
contradiction between the elevated critical cluster temperature
and the relatively small nucleation rate suppression observed in
many nonisothermal nucleation studies. Furthermore, our results
rigorously support the theoretical reflections by Feder et al. (5),
and the nucleation rate suppression due to insufficient thermaliza-
tion/lack of carrier gas predicted using Eq. 1 adequately describes
the observations in our simulations. Whether it is due to notable
latent heat release in gas-phase cluster formation or for example,
rapid depletion around the nucleation sites in precipitation from
solution (35, 36), unraveling the dynamical effects caused by the
inevitable breakdown of equilibrium during nucleation is highly
important for understanding phase transitions.

Materials and Methods

Simulation Setup for LJ Systems. We performed MD simulations of homo-
geneous nucleation of an LJ vapor (NAs) in an atmosphere of CGAs. The pairwise
interactions between two atoms, separated by a distance r, are described by the
LJ interaction as

U = 4ε
[(σ

r

)12
−

(σ
r

)6
]

, [6]

where the parameters ε and σ are the same for NA–NA and NA–CGA (here,
we have used dimensionless units; i.e., ε= σ = 1). CGA–CGA interactions are
neglected to speed up the simulations. The NA–NA and NA–CGA interactions were
cut off and shifted at 5 and 21/6 LJ distance units, respectively, leading to a purely
repulsive interaction between the nucleating substance and the carrier gas. The
mass ratio between NAs and CGAs, mc/m, is 0.1. All simulations were performed
with the LAMMPS MD code (37) using a Velocity–Verlet integrator and a time step
of 0.002. The standard approach of using a global thermostatting algorithm is not
suitable for directly simulating a nucleating vapor, as it leads to an unphysical
removal of latent heat from the nucleating clusters. It has been shown that the
best way to avoid this artifact is to introduce explicit carrier gas molecules in the
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simulation and apply a thermostat only to the latter, even though this increases
the computational cost significantly (6, 12). Here, we have applied a Nosé–Hoover
thermostat with time constant 1 to the CGAs. Clusters are distinguished from
the vapor using a Stillinger criterion (38) with an NA–NA distance cutoff of 1.5.
Details of the simulated systems and an example LAMMPS input are provided
in SI Appendix, Table S1 and section F, respectively. The nucleation rates (and the
critical cluster sizes) for these systems are determined from the simulated time
evolution of the number of clusters using the Yasuoka–Matsumoto threshold
method (24) (SI Appendix, section C).

Simulation Setup for CO2 Systems. Similarly, an MD simulation was per-
formed to study homogeneous nucleation of carbon dioxide in argon carrier
gas at T = 90 K and N/V = 1.3 × 10−5 Å−3. The details of CO2 simulations
and the obtained results are discussed in ref. 20. In essence, the simulated CO2

molecules are rigid bodies described by the transferable potentials for phase
equilibria (TraPPE) force field (39), consisting of intermolecular LJ and Coulomb
interactions between carbon and oxygen atoms. The thermalizing carrier gas is
modeled as LJ argon coupled to a Nosé–Hoover thermostat with time constant
0.1 ps. The interactions between carbon and oxygen atoms in CO2 and the argon
atoms were obtained from Lorentz–Berthelot mixing rules. We used a Velocity–
Verlet integrator with a time step of 5 fs. The particular system simulated here
contained 32,000 CO2 molecules and Ar atoms, and eventually, 129 supercritical
clusters (n ≥ 11) were produced.

Cluster Tracking and Temperature Distributions. By carefully following
the trajectories of the collected supercritical clusters back in simulation time
in short intervals of 500 time steps, we were able to distinguish nucleating
clusters from the background based on their size and spatial coordinates. As
the path of a growing cluster in size space involves significant fluctuations, the
captured nucleating cluster populations consisted of at least 1,000 samples for
each studied cluster size. In comparison, the entire set of n-clusters, not just the
nucleating ones, easily contained millions of samples. These very good statistics
enabled the calculation of relatively smooth temperature distributions for each
cluster size, especially for the LJ systems shown in SI Appendix, Fig. S3. Note that
due to extra degrees of freedom, the kinetic temperature of an n cluster consisting
of rigid CO2 molecules is defined as Tn = 2Kn/5nkB.

Standard Kinetic Scheme of Steady-State Nucleation and Semigrand
Canonical MC Simulations. While considering systems of rather weak inter-
molecular interactions and low vapor densities, the cluster growth pathways can

be assumed to be predominantly monomeric (i.e., only collisions with and evap-
orations into monomers are considered). Furthermore, the growth is assumed to
take place at a constant monomer density. Using these assumptions as a basis,
the steady-state nucleation rate can be expressed as

J =

⎛
⎝ n′∑

n=1

V
βnNeq

n

⎞
⎠

−1

, [7]

where βn is the collision rate between a monomer and an n-cluster. The upper
limit of the summation, n′, should be about twice as large as the size of the critical
cluster. The equilibrium cluster distribution is given by

Neq
n = N1 exp

(
−ΔWn

kBT

)
. [8]

Here, the formation free energies for the LJ clusters are calculated using the
semigrand canonical metropolis MC simulations (40–42) at T = 0.3, 0.42, and
0.5. The obtained free energies can be trivially scaled to any monomer density
N1, and thus, JMC can be easily calculated using Eq. 7. In addition, based on
these MC calculations, we have estimated the derivative of ΔWn to determine
the theoretical ΔT using Eq. 3.

A more detailed description of the kinetic model, the MC method, and the
results can be found in SI Appendix, section D.

Data Availability. All study data are included in the article and/or SI Appendix.
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