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#### Abstract

We have calculated the thermochemical parameters for the reactions $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{H}_{2}-$ $\mathrm{SO}_{4}+\mathrm{NH}_{3} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ using the B3LYP and PW91 functionals, MP2 perturbation theory and four different basis sets. Different methods and basis sets yield very different results with respect to, for example, the reaction free energies. A large part, but not all, of these differences are caused by basis set superposition error (BSSE), which is on the order of $1-3 \mathrm{kcal} \mathrm{mol}^{-1}$ for most method/basis set combinations used in previous studies. Complete basis set extrapolation (CBS) calculations using the cc-pV( $\mathrm{X}+\mathrm{d}$ ) Z and aug-cc$\mathrm{pV}(\mathrm{X}+\mathrm{d}) \mathrm{Z}$ basis sets (with $\mathrm{X}=\mathrm{D}, \mathrm{T}, \mathrm{Q}$ ) at the B3LYP level indicate that if BSSE errors of less than 0.2 $\mathrm{kcal} \mathrm{mol}^{-1}$ are desired in uncorrected calculations, basis sets of at least aug-cc-pV(T+d)Z quality should be used. The use of additional augmented basis functions is also shown to be important, as the BSSE error is significant for the nonaugmented basis sets even at the quadruple- $\zeta$ level. The effect of anharmonic corrections to the zero-point energies and thermal contributions to the free energy are shown to be around $0.4 \mathrm{kcal} \mathrm{mol}^{-1}$ for the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ cluster at 298 K . Single-point $\mathrm{CCSD}(\mathrm{T})$ calculations for the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ cluster also indicate that B3LYP and MP2 calculations reproduce the $\operatorname{CCSD}(\mathrm{T})$ energies well, whereas the PW91 results are significantly overbinding. However, basis-set limit extrapolations at the $\operatorname{CCSD}(\mathrm{T})$ level indicate that the B3LYP binding energies are too low by ca. $1-2 \mathrm{kcal} / \mathrm{mol}$. This probably explains the difference of about 2 $\mathrm{kcal} \mathrm{mol}{ }^{-1}$ for the free energy of the $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ reaction between the counterpoise-corrected B3LYP calculations with large basis sets and the diffusion-based experimental values of S. M. Ball, D. R. Hanson, F. L Eisele and P. H. McMurry (J. Phys. Chem. A. 2000, 104, 1715). Topological analysis of the electronic charge density based on the quantum theory of atoms in molecules (QTAIM) shows that different method/basis set combinations lead to qualitatively different bonding patterns for the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ cluster. Using QTAIM analysis, we have also defined a proton transfer degree parameter which may be useful in further studies.


## Introduction

In atmospheric conditions, new particle formation is thought to involve sulfuric acid and water molecules, with possible contributions from ammonia or some organic species. ${ }^{1,2}$ To obtain structural and thermochemical parameters for, e.g., nucleation simulations, ab initio and density functional theory calculations have been carried out on sulfuric acid hydrates ${ }^{3-7}$ and sulfuric acid-ammonia-water clusters. ${ }^{8,9}$ However, the results obtained in different studies vary strongly. To understand the discrepancies between earlier studies, and to facilitate further, more reliable atmospheric calculations, we have carried out a systematic analysis of the effects of the computational method and the basis set on the geometrical, thermochemical and bonding topological properties of sulfuric acid monohydrate and ammonium hydrogen sulfate clusters.

[^0]
## Previous Results

Bandy and Ianni ${ }^{4}$ calculated the free energy of the reaction $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ to be $-0.6 \mathrm{kcal} \mathrm{mol}^{-1}$ (at 298 K and 1 atm$)$ at the B3LYP/6-311++G(2d,2p) level, whereas Re et al. ${ }^{5}$ gave values of -4.3 and $-2.4 \mathrm{kcal} \mathrm{mol}^{-1}$ at the B3LYP/ D95(d,p) and B3LYP/D95++(d,p) levels, respectively. (We have chosen to report all energies in $\mathrm{kcal} \mathrm{mol}^{-1}$, as most earlier studies use this unit. $1 \mathrm{kcal} \mathrm{mol}^{-1}=4.184 \mathrm{~kJ} \mathrm{~mol}^{-1}$.) The PW91/DNP computations of Ding et al. ${ }^{6}$ are in agreement with Re's results, yielding a value of $-2.5 \mathrm{kcal} \mathrm{mol}^{-1}$, but Al Natsheh et al. ${ }^{7}$ recently reported a value of $-12.2 \mathrm{kcal} \mathrm{mol}^{-1}$ at the PW91/TZP level. Beichert and Schrems ${ }^{3}$ did not calculate the free energy of hydration at 298 K . However, the value of -6.3 kcal $\mathrm{mol}^{-1}$ reported by them at 230 K and at the MP2/6$311++\mathrm{G}(2 \mathrm{~d}, 2 \mathrm{p}) / / \mathrm{MP} 2 / 6-31 \mathrm{G}^{*} *$ level is significantly lower than the value of $-2.9 \mathrm{kcal} \mathrm{mol}^{-1}$ given by Bandy and Ianni at 223 K. The experimental value given by Hanson and Eisele ${ }^{10}$ (at 298 K ) is $-3.6 \pm 1 \mathrm{kcal} \mathrm{mol}^{-1}$. The reported values of hydration entropies also vary considerably; ranging from $-30.6 \mathrm{cal} / \mathrm{K} \mathrm{mol}$ (Bandy and Ianni) to $+32.6 \mathrm{cal} / \mathrm{K} \mathrm{mol}$ ( Al Natsheh et al.). The

TABLE 1: Thermochemical Parameters for the Reaction $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}^{a}$

| method/ <br> basis set | $\Delta E_{0} /$ <br> $\mathrm{kcal} \mathrm{mol}^{-1}$ | $\Delta \mathrm{ZPE} /$ <br> $\mathrm{kcal} \mathrm{mol}^{-1}$ | $\Delta H /$ <br> $\mathrm{kcal} \mathrm{mol}^{-1}$ |
| :--- | :---: | :---: | :---: |

${ }^{a} \Delta E_{0}, \Delta Z \mathrm{PE}, \Delta H, \Delta S$ and $\Delta G$ are the changes in electronic energy, zero-point energy, enthalpy, entropy and Gibbs free energy, respectively. Note that $-\Delta E_{0}$ is often also referred to as the binding energy. All values correspond to 1 atm and 298 K , unless otherwise stated. ${ }^{b}$ Beichert and Schrems. ${ }^{3}{ }^{c}$ Calculated using the $6-31 \mathrm{G}^{* *}$ basis set. ${ }^{d}$ Calculated using the $6-31 \mathrm{G}^{* *}$ basis set, and at $230 \mathrm{~K} .{ }^{e}$ Bandy and Ianni. ${ }^{4}{ }^{f}$ Re et al. ${ }^{5}$ Note that their reported value of $\Delta S$ corresponded to -1 times the $\Delta S$ value given here, as they used a different sign convention. ${ }^{g}$ Ding et al. ${ }^{6}{ }^{h} \mathrm{Al}$ Natsheh et al. ${ }^{7}$ Note that the temperature used was 298.15 K , not 298 K. ${ }^{i}$ Hanson and Eisele. ${ }^{10}$

TABLE 2: Thermochemical Parameters for the Reaction $\mathbf{H}_{2} \mathbf{S O}_{4}+\mathbf{N H}_{3} \leftrightarrow \mathbf{H}_{2} \mathbf{S O}_{4} \cdot \mathbf{N H}_{3}{ }^{a}$

| method/ basis set | $\begin{gathered} \Delta E_{0} / \\ \mathrm{kcal}_{\mathrm{ol}} \mathrm{~mol}^{-1} \end{gathered}$ | $\begin{gathered} \Delta \mathrm{ZPE} / \\ \mathrm{kcal}^{2} \mathrm{~mol}^{-1} \end{gathered}$ | $\begin{gathered} \Delta H / \\ \mathrm{kcal} \mathrm{~mol}^{-1} \end{gathered}$ | $\begin{gathered} \Delta S / \\ \mathrm{cal} \mathrm{~K} \\ \mathrm{~K}^{-1} \mathrm{~mol}^{-1} \end{gathered}$ | $\begin{gathered} \Delta G / \\ \mathrm{kcal} \mathrm{~mol}^{-1} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B3LYP/6-311++G(2d,2p) ${ }^{\text {b }}$ | -14.6 | 1.8 | -13.76 | -30.91 | -4.54 |
| B3LYP/6-311++G(d,p) ${ }^{c}$ | -16.49 | 1.79 |  |  |  |
| MP2/6-311++G(d,p) ${ }^{c}$ experimental inference ${ }^{d}$ | -16.37 | 1.69 |  |  | -8 |

${ }^{a}$ The definitions of the parameters are the same as in Table 1. All values correspond to 1 atm and $298 \mathrm{~K} .{ }^{b}$ Ianni and Bandy. ${ }^{\circ}{ }^{c}$ Larson et al. ${ }^{8}$ ${ }^{d}$ Eisele and Hanson. ${ }^{11}$
thermochemical parameters reported by different authors for the reaction $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ are presented in Table 1.

Similar discrepancies exist in the case of ammonium hydrogen sulfate, though there are fewer studies to compare. The only reported value for the free energy change of the reaction $\mathrm{H}_{2}$ $\mathrm{SO}_{4}+\mathrm{NH}_{3} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ is $-4.54 \mathrm{kcal} \mathrm{mol}^{-1}$ (at 298 K and $1 \mathrm{~atm})$ by Ianni and Bandy, ${ }^{9}$ calculated at the B3LYP/6$311++G(2 d, 2 p)$ level. However, the electronic energy changes given by Larson et al. ${ }^{8}$ at the B3LYP/6-311 $++\mathrm{G}(\mathrm{d}, \mathrm{p})$ and MP2/ $6-311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ levels are about $2 \mathrm{kcal} \mathrm{mol}{ }^{-1}$ lower, as can be seen from Table 2. Also, by comparison to the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ results it might also be expected that computations using other method/basis set combinations could yield significantly more negative free energies. There are no direct experimental measurements of the free energy of this reaction, but on the basis of measured concentrations of larger $\left(\mathrm{H}_{2} \mathrm{SO}_{4}\right)_{n} \cdot\left(\mathrm{NH}_{3}\right)_{m}$ (with $n \geq 2$ ) clusters, Eisele and Hanson ${ }^{11}$ inferred that the $\Delta G$ value should be around $-8 \mathrm{kcal} \mathrm{mol}^{-1}$.

All the earlier studies computed the zero-point energies and vibrational contributions to the free energy using the harmonic approximation. The only study to account for basis-set superposition was that of Beichert and Schrems, ${ }^{3}$ who found that the basis set superposition error (BSSE; estimated at the uncorrected equilibrium geometry by the counterpoise method ${ }^{12}$ ) was significant (up to $1.4 \mathrm{kcal} \mathrm{mol}^{-1}$ ) for the $6-31 \mathrm{G}^{* *}$ basis set but smaller than $0.25 \mathrm{kcal} \mathrm{mol}^{-1}$ for the larger $6-311++\mathrm{G}(2 \mathrm{~d}, 2 \mathrm{p})$ basis.

## Computational Details

All our ab initio and density functional theory (DFT) calculations have been performed using the Gaussian 03 program suite. ${ }^{13}$ All the geometries were converged to a root-mean-square (RMS) and maximum force of less than $3 \times 10^{-4}$ and $4.5 \times 10^{-4}$ au, respectively. For the anharmonic vibrational frequency calculations, the criteria were $10^{-5}$ and $1.5 \times 10^{-5}$ au , respectively. The convergence with respect to the electronic energy in the self-consistent field (SCF) step was $1 \times 10^{-6} \mathrm{au}$.

For the DFT calculations, the standard integration grid was used, except for the anharmonic vibrational calculations, in which the ultrafine grid was used. For estimation of the basis set superposition energy, the counterpoise correction ${ }^{12}$ (CP) was applied to both the energy and geometry. The perturbative method by which the anharmonic vibrational frequencies were calculated is described in ref 14.

The methods we used were the B3LYP hybrid functional, ${ }^{15,16}$ the PW91 density functional ${ }^{17}$ and the second-order MøllerPlesset perturbation theory ${ }^{18}$ MP2. Further calculations were also carried out using the coupled cluster method $\operatorname{CCSD}(\mathrm{T}) .{ }^{19}$ The basis sets included were the $\mathrm{D} 95++(\mathrm{d}, \mathrm{p})$ set, ${ }^{20}$ the somewhat larger $6-311++G(2 d, 2 p) \operatorname{set}^{21-23}$ and the new correlationconsistent polarized split-valence sets cc-pV(T+d)Z and aug-cc-pV(T+d)Z sets, ${ }^{24}$ which are improved version of the standard cc-pVTZ and aug-cc-pVTZ sets ${ }^{25,26}$ and have been shown to produce more accurate results for sulfur-containing molecules. ${ }^{27,28}$ At the B3LYP level, the cc-pV(D+d)Z, aug-cc-pV$(\mathrm{D}+\mathrm{d}) \mathrm{Z}$, cc- $-\mathrm{pV}(\mathrm{Q}+\mathrm{d}) \mathrm{Z}$ and aug-cc-pV$(\mathrm{Q}+\mathrm{d}) \mathrm{Z}$ basis sets were also tested.

## Results and Discussion

Thermochemical Parameters. The thermochemical parameters for the reactions $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{H}_{2}-$ $\mathrm{SO}_{4}+\mathrm{NH}_{3} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$, calculated using three different methods and four different basis sets, and both with and without counterpoise corrections, are presented in Tables 3 and 4, respectively. (For the largest basis set aug-cc-pV(T+d)Z, and methods other than B3LYP, only electronic energies were calculated due to computational limitations.) It should be noted that in test calculations, only small (on the order of 0.05 kcal $\mathrm{mol}^{-1}$ with respect to the reaction energies) differences were observed between the cc-pVTZ and cc-pV(T+d)Z basis sets. This is unsurprising, as the bonding pattern of the sulfur atom itself does not change during cluster formation. However, as the addition of the extra d-orbital on sulfur was not computationally very costly, and in principle should improve the accuracy of the calculation, we have used the revised basis sets throughout this study.

TABLE 3: Thermochemical Parameters for the Reaction $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ at 298 K and 1 Atm, Using Different Methods and Basis Sets, with and without Counterpoise Corrections to the Energy and Geometry ${ }^{a}$
$\left.\begin{array}{lcccc}\hline \begin{array}{c}\text { method/ } \\ \text { basis set }\end{array} & \begin{array}{c}\Delta E_{0} / \\ \mathrm{kcal} \mathrm{mol}^{-1}\end{array} & \begin{array}{c}\Delta Z \mathrm{ZP} / \\ \mathrm{kcal} \mathrm{mol}{ }^{-1}\end{array} & \begin{array}{c}\Delta H / \\ \mathrm{kcal} \mathrm{mol}^{-1}\end{array} & \begin{array}{c}\Delta S / \\ \mathrm{cal} \mathrm{K}^{-1} \mathrm{~mol}^{-1}\end{array} \\ \hline \text { B3LYP/D95++(d,p) } & -12.757^{b} & 2.309^{b} & -11.101^{b} & -29.25^{b} \\ \mathrm{kcal} \mathrm{mol}^{-1}\end{array}\right]$
${ }^{a}$ The definitions of the parameters are the same as in Table $1 .{ }^{b}$ Without counterpoise corrections. ${ }^{c}$ With counterpoise corrections to both the geometry and energy.

TABLE 4: Thermochemical Parameters for the Reaction $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{NH}_{3} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ at 298 K and 1 atm (in kcal mol ${ }^{-1}$ ) Using Different Methods and Basis Sets, with and without Counterpoise Corrections to the Energy and Geometry ${ }^{a}$

| method/ <br> basis set | $\begin{gathered} \Delta E_{0} / \\ \mathrm{kcal} \mathrm{~mol}^{-1} \end{gathered}$ | $\Delta \mathrm{ZPE} /$ <br> $\mathrm{kcal} \mathrm{mol}^{-1}$ | $\begin{gathered} \Delta H / \\ \mathrm{kcal}^{\Delta \mathrm{mol}^{-1}} \end{gathered}$ | $\begin{gathered} \Delta S / \\ \text { cal } \mathrm{K}^{-1} \mathrm{~mol}^{-1} \end{gathered}$ | $\begin{gathered} \Delta G / \\ \mathrm{kcal} \mathrm{~mol}^{-1} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| B3LYP/D95++(d,p) | $-17.267^{b}$ | $1.782^{b}$ | $-16.015^{b}$ | $-27.97^{\text {b }}$ | $-7.675^{b}$ |
|  | $-16.073^{c}$ | $1.765^{\text {c }}$ | $-14.813^{c}$ | $-27.82^{\text {c }}$ | $-6.520^{c}$ |
| B3LYP/ | $-15.060^{b}$ | $1.790^{b}$ | $-15.060^{b}$ | $-27.41^{\text {b }}$ | $-5.572^{b}$ |
| $6-311++\mathrm{G}(2 \mathrm{~d}, 2 \mathrm{p})$ | $-14.489^{c}$ | $1.802^{\text {c }}$ | $-13.150^{c}$ | $-27.39^{c}$ | $-4.983^{\text {c }}$ |
| B3LYP/ cc-pV(T+d)Z | $-16.704^{b}$ | $1.844^{b}$ | $-15.361^{b}$ | $-27.85^{\text {b }}$ | $-7.058^{\text {b }}$ |
|  | $-14.809^{\text {c }}$ | $1.866^{c}$ | $-13.419^{\text {c }}$ | $-27.61{ }^{\text {c }}$ | $-5.189^{c}$ |
| B3LYP/ | $-14.922^{b}$ | $1.817^{\text {b }}$ | $-13.594^{b}$ | $-27.60^{b}$ | $-5.365^{b}$ |
| aug-cc-pV(T+d)Z | $-14.767^{c}$ |  |  |  |  |
| PW91/D95++(d,p) | $-19.659^{\text {b }}$ | $1.525^{b}$ | $-18.724^{b}$ | $-28.65{ }^{\text {b }}$ | $-10.183^{b}$ |
|  | $-18.277^{\text {c }}$ | $1.516^{c}$ | $-17.320^{c}$ | $-28.39^{\text {c }}$ | $-8.855^{\text {c }}$ |
| PW91/6-311++G(2d,2p) | $-17.496^{b}$ | $1.491^{b}$ | $-16.539^{b}$ | $-28.22^{\text {b }}$ | $-8.124^{b}$ |
|  | $-16.781^{\text {c }}$ | $1.481^{c}$ | $-15.811^{c}$ | $-28.01{ }^{\text {c }}$ | $-7.461{ }^{\text {c }}$ |
| PW91/ cc-pV(T+d)Z | $-19.199^{b}$ | $1.607^{\text {b }}$ | $-18.154^{b}$ | $-28.57^{\text {b }}$ | $-9.636^{b}$ |
|  | $-16.964^{\text {c }}$ | $1.643{ }^{c}$ | $-15.845^{c}$ | $-28.18^{c}$ | $-7.443^{c}$ |
| PW91/ | $-17.306^{b}$ |  |  |  |  |
| aug-cc-pV(T+d)Z | $-17.097^{c}$ |  |  |  |  |
| MP2/D95 + +(d,p) | $-18.229^{b}$ | $1.784^{b}$ | $-16.194^{b}$ | $-27.56^{b}$ | $-8.719^{b}$ |
|  | $-14.715^{\text {c }}$ | $1.906^{c}$ | $-13.219^{\text {c }}$ | $-26.68^{\text {c }}$ | $-5.265^{\text {c }}$ |
| MP2/6-311++G(2d,2p) | $-16.406^{b}$ | $1.877^{b}$ | $-14.999^{b}$ | $-27.34^{b}$ | $-6.849^{\text {b }}$ |
|  | $-14.512^{c}$ | $1.904^{c}$ | $-13.033^{c}$ | $-27.06^{c}$ | $-4.965^{\text {c }}$ |
| MP2/cc-pV(T+d)Z | $-17.900^{b}$ | $1.803^{b}$ | $-16.593^{b}$ | $-27.77^{b}$ | $-8.314^{b}$ |
|  | $-15.217^{c}$ | $1.889^{c}$ | $-13.779^{c}$ | $-27.41^{\text {c }}$ | $-5.606^{c}$ |

MP2/
$-17.067^{b}$
aug-cc-pV(T+d)Z
$-15.927^{c}$
${ }^{a}$ The definitions of the parameters are the same as in Table $1 .{ }^{b}$ Without counterpoise corrections. ${ }^{c}$ With counterpoise corrections to both the geometry and energy.

Clearly, the choice of method and basis set has an enormous influence on the formation energies of atmospherically relevant cluster structures. The large difference for example between the results obtained by Bandy and Ianni ${ }^{4}$ and Al Natsheh et al. ${ }^{7}$ are thus explained at least partially by the fact that Bandy and Ianni used a method/basis set combination which produces exceptionally low stabilities, whereas Al Natsheh et al. employed a functional yielding exceptionally high stabilities. The Slatertype orbital-based TZP basis set used in their calculations was unfortunately not available for the Gaussian 03 program, and
we could not investigate further reasons for why their absolute values for the free energies of reaction are still twice as large as our largest PW91 values.

The effect of basis set superposition error on the electronic energies, enthalpies and free energies was found to be very large (several kcal $\mathrm{mol}^{-1}$ ) for almost all the method/basis set combinations studied, the sole exceptions being the DFT/aug-$\mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ calculations. This is in contrast to the earlier findings of Beichert and Schrems, ${ }^{3}$ who found the BSSE to be insignificant for the medium-sized $6-311++G(2 d, 2 p)$ basis set.

For example, at the MP2/D95 $++(\mathrm{d}, \mathrm{p})$ level, the absolute value of the free energy of hydration of sulfuric acid decreases by a factor of 4 (from 3.40 to $0.79 \mathrm{kcal} \mathrm{mol}^{-1}$ ) when the counterpoise correction is applied. Clearly, BSSE should be taken into account in any future studies if even semiquantitative results are desired. This will probably present considerably difficulties for studies on larger clusters with, e.g., 5-10 molecules, as the computational effort of applying the counterpoise correction (CP) increases rapidly with the number of fragments. In such cases, it may be necessary to use simplified versions of the full CP method, and to apply the CP correction only to the energy, not the geometry. Our studies indicate that for our two-molecule clusters, neglecting the CP correction to the geometry causes errors on the order of $0.1 \mathrm{kcal} \mathrm{mol}^{-1}$ with respect to both the binding energies and the thermal contributions to the reaction free energy. Thus, although "energy-only" correction schemes do not remove all of the BSSE, they still decrease it by an order of magnitude compared to uncorrected calculations.

Application of the counterpoise correction decreases the differences between results obtained using different methods and basis sets. For example, the counterpoise-corrected B3LYP and MP2 results are quite close to each other for each basis set, as well as the counterpoise-corrected cc-pV(T+d)Z and aug-$\mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ results for each method. The differences between correlation-consistent basis sets and the D95++(d,p) and $6-311++G(2 d, 2 p)$ sets are still large, and the counterpoisecorrected PW91 results differ significantly from the corresponding B3LYP and MP2 results.

Adding additional augmented functions to the $\mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ basis set decreases the BSSE by an order of magnitude for the DFT calculations, and by about half for the MP2 calculations. The aug-cc-pV $(T+d) Z$ energies, both with and without counterpoise corrections, obtained using different methods are also slightly more compatible than the $\mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ energies. The augmented basis functions clearly seem to improve the description of the intermolecular interaction. However, it should be noted that the aug-cc- $\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ potential energy surfaces, especially the counterpoise-corrected ones, are very flat near the energy minimum. This resulted in long and computationally expensive geometry optimization runs.

The choice of method and basis set, as well as the counterpoise correction, has a relatively small effect on the vibrational zero-point energy (ZPE), entropy and also the thermal vibrational contributions to the various properties (not shown here). The difference between the total vibrational contributions to the reaction free energy between the computationally cheapest (B3LYP/D95++(d,p) and PW91/D95++(d,p)) and most expensive (MP2/cc-pV(T+d)Z)) calculations is less than 0.2 kcal $\mathrm{mol}^{-1}$ for both species studied. The approach of calculating the electronic energies at a higher level than the vibrational properties (employed for example by Beichert and Schrems) thus seems to be justified. This will be discussed further below.

For ammonium hydrogen sulfate at the PW91/cc-pV(T+d)Z level and with all MP2 calculations, the ZPE change increases upon the application of counterpoise corrections. This is probably indicative of the low accuracy of the ZPEs computed using the harmonic approximation rather than any real physical effect.

It should be noted that for many atmospheric applications (such as nucleation studies investigating the role of ammonia in new-particle formation ${ }^{29,30}$ ), the difference between the energies of the $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{H}_{2} \mathrm{SO}_{4}+$ $\mathrm{NH}_{3} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ reactions may be equally or more relevant than the energy values themselves. It is therefore fortunate that,
even though the reaction energies obtained at different methods vary by several kcal mol ${ }^{-1}$, the values of $\Delta G\left(\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow\right.$ $\left.\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}\right)-\Delta G\left(\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{NH}_{3} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}\right)$ or $\Delta E_{0}\left(\mathrm{H}_{2}-\right.$ $\left.\mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}\right)-\Delta E_{0}\left(\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{NH}_{3} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot\right.$ $\mathrm{NH}_{3}$ ) vary considerably less. The difference in the free energies varies between 4.0 and $4.9 \mathrm{kcal} \mathrm{mol}^{-1}$ and the difference in the electronic energies between 3.8 and $4.6 \mathrm{kcal} \mathrm{mol}^{-1}$, for the counterpoise-corrected results obtained using the correlationconsistent basis sets cc-pV(T+d)Z and (for the electronic energies) aug-cc-pV(T+d)Z. Larger variations are observed if the smaller basis sets are taken into account. Again, the B3LYP and MP2 results agree even more closely (to within ca. 0.2 kcal $\mathrm{mol}^{-1}$ ), whereas the PW91 method predicts systematically bigger differences between the reaction energies.

Geometrical Parameters and QTAIM Analysis. The electronic charge densities generated by the ab initio and DFT calculations were analyzed with the AIMPAC ${ }^{31}$ and AIM 2000 programs, ${ }^{32}$ using the quantum theory of atoms in molecules ${ }^{33}$ (QTAIM) to determine the bond critical points and bond paths. The AIM2000 package was used to identify the critical points (CP) of the electron densities $\rho(\mathbf{x}, \mathbf{y}, \mathbf{z})$ in each cluster studied, and to trace the bond paths present. The AIMPAC program was then used to calculate the values of various parameters at the critical points. As discussed, e.g., in ref 34, the existence of a $(3,-1)^{1} \mathrm{CP}$ (also known as bond critical point, BCP) between two atoms is a necessary and sufficient criterion for the existence of a chemical bond between them. The line of maximum density passing through the BCP and linking the nuclei of the two atoms is then called a bond path. Similarly, $(3,+1)$. CPs correspond to ring structures and $(3,+3) \mathrm{CPs}$ to cage structures. [Critical points are points where the gradient of a function is zero. The type of critical point is indicated by the notation $(r, s)$, where the rank $(r)$ is the number of nonzero eigenvalues of the second derivative matrix and the signature $(s)$ is the sum of the signs of the eigenvalues. Thus, a $(3,-1)$ critical point has three nonzero eigenvalues, two of which are negative.]

The values of the electron density $\rho$ and its Laplacian $\nabla^{2} \rho$, as well as the electronic kinetic, potential and total energies ( $G, V$ and $E$, respectively; see ref 34 for definitions) at the BCP can be used to characterize the nature of the bonding interaction. For example, closed-shell interactions correspond to positive values of $\nabla^{2} \rho_{\mathrm{BCP}}$ and $E_{\mathrm{BCP}}$, whereas covalent bonds correspond to negative values. (Values of various parameters at the bond critical point are denoted with the subscript BCP.) Also, the strength of the bonding interaction correlates with $\rho_{\mathrm{BCP}}$, though the functional form of the correlation is not generally known. For a set of H-bonded complexes, Koch and Popelier ${ }^{35}$ found the correlation between the H -bond energy and $\rho_{\mathbf{B C P}}$ to be linear as long as the acceptor atom remained unchanged. In characterizing the H -bonds of our cluster structures, we have adopted the classification used by Rozas et al: ${ }^{36}$ a H -bond is defined as weak if $\nabla^{2} \rho_{\mathrm{BCP}}>0$ and $E_{\mathrm{BCP}}>0$, medium-strength if $\nabla^{2} \rho_{\mathrm{BCP}}$ $>0$ but $E_{\mathrm{BCP}}<0$, and strong if $\nabla^{2} \rho_{\mathrm{BCP}}<0$ and $E_{\mathrm{BCP}}<0$.

Both the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ clusters contain two possible hydrogen bonds: a $\mathrm{SOH} \cdots \mathrm{X}$ bond and a $\mathrm{XH} \cdots \mathrm{O}=\mathrm{S}$ bond (where $\mathrm{X}=\mathrm{O}$ or N ). The structures of the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ clusters are shown schematically in Figures 1 and 2, along with the locations of the BCPs corresponding to hydrogen bonds. (Figures 1 and 2 were created using the MOLEKEL ${ }^{37,38}$ program.) The hydrogen bond lengths for the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ clusters are shown in Tables 5 and 6 for both uncorrected and counterpoise-corrected optimum geometries. The associated values for the electron density, its Laplacian and the total energy density at the bond critical points,


Figure 1. Structure of the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ cluster. The parameter $r_{1}$ is the distance between the SOH hydrogen and water oxygen atoms, and $r_{2}$ is the distance between the water hydrogen and $S=\mathrm{O}$ oxygen. The bond critical points corresponding to the two hydrogen bonds (labeled BCP 1 and BCP 2) are shown schematically. Note that the actual positions of the atoms and BCPs vary depending on the method used, as shown in Table 5.


Figure 2. Structure of the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ cluster. The parameter $r_{1}$ is the distance between the SOH hydrogen and ammonia nitrogen atoms, and $r_{2}$ is the distance between the ammonia hydrogen and $S=0$ oxygen. The bond critical points corresponding to the two hydrogen bonds (labeled BCP 1 and BCP 2) are shown schematically. Note that the actual positions of the atoms and BCPs vary depending on the method used, as shown in Table 6, and that BCP 2 may be missing for some method/basis set combinations.
computed using the AIMPAC program, are also shown. As the counterpoise correction is only applied to the energy and geometry and does not yield a BSSE-free wave function, no "counterpoise-corrected" AIM parameters are given. (The wave functions can, of course, be calculated also at the CP optimum geometry, but they will show little difference to the uncorrected ones, as the wave function is still contaminated by basis set superposition.) We have also calculated a "proton transfer ratio", defined as the ratio of the electron density of the $\mathrm{SOH} \cdots \mathrm{X}$ (where $\mathrm{X}=\mathrm{O}$ or N ) H -bond BCP to that of the $\mathrm{SO}-\mathrm{HBCP}$, $\rho_{\mathbf{B C P}}(\mathrm{H} \cdots \mathrm{X}) / \rho_{\mathbf{B C P}}(\mathrm{SO}-\mathrm{H})$. The larger the transfer ratio, the more evenly shared the proton is between the donor and acceptor groups. For a transferred proton the ratio should be larger than one.
$\mathbf{H}_{2} \mathrm{SO}_{4} \cdot \mathbf{H}_{\mathbf{2}} \mathrm{O}$ Clusters. For $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$, a ring structure with a ring critical point (not shown in Figure 1) and two hydrogen bonds (the corresponding BCPs are indicated in Figure 1) was found with all method/basis set combinations used in this study. The $\mathrm{SOH} \cdots \mathrm{O}$ bond was always of medium strength, with electron density values ranging from 0.042 to 0.063 au . The $\mathrm{OH} \cdots \mathrm{O}=\mathrm{S}$ bond was always weak, with electron density values between 0.014 and 0.022 au . It can be seen by comparing Tables 3 and 5 that the higher stabilities (lower reaction free energies) given by the PW91 calculations are associated with shorter hydrogen bonds, higher charge densities at the bond critical points corresponding to the hydrogen bonds and greater degrees of proton transfer. Similarly, the lower stabilities given by calculations using the $6-311++G(2 d, 2 p)$ basis set correspond
to longer hydrogen bond paths, lower charge densities and a smaller degree of proton transfer. The B3LYP and MP2 bond lengths are in reasonable agreement with each other for the larger basis sets, whereas the MP2 charge densities are consistently lower than the corresponding DFT ones. This is a quite general phenomenon, as demonstrated, e.g., by the calculations in ref 39. Application of the counterpoise correction increases the length of the stronger H-bond by $0.003-0.019 \AA$ for the DFT calculations and $0.025-0.067 \AA$ for MP2 calculations. As expected, the smallest increases were observed when the aug-cc-pV $(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ basis set was used, for which the BSSE is relatively small. For the $\mathrm{DFT} /$ aug $-\mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ computations, in which the BSSE is only about $0.2 \mathrm{kcal} \mathrm{mol}^{-1}$, the counterpoise correction to the H -bond lengths was insignificant. The increase in length of the weaker H-bond varied more strongly, but the corrections at the MP2 level were again larger than at the DFT levels. In contrast to the electronic energies, neither the application of the counterpoise correction nor the use of additional augmented basis functions led to a systematic decrease in the differences between the bond lengths obtained with different methods.

All the intermolecular $\mathrm{SOH} \cdots \mathrm{O}$ distances calculated with the larger cc-pV $(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ and aug-cc- $\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ basis sets are in reasonable agreement with the experimental value of $1.645 \pm$ $0.005 \AA$ reported in the rotational spectroscopic study of Fiaccio et al. ${ }^{40}$ The B3LYP and MP2 values are slightly larger and the PW91 values slightly smaller than the experimental value, but the differences are less than $0.05 \AA$. However, the intermolecular $\mathrm{OH} \cdots \mathrm{O}=\mathrm{S}$ distances calculated with the B3LYP and MP2 methods are considerably ( $0.06-0.11 \AA$ for the uncorrected and $0.11-0.16$ for the counterpoise-corrected values) longer than the experimental value of $2.05 \pm 0.01 \AA$, whereas the PW91 values are in good agreement with it. This would seem to support the assertion by al Nathseh et al. that the B3LYP functional predicts too long bond lengths and too low binding energies for weakly bound complexes such as sulfuric acid monohydrate.
$\mathbf{H}_{2} \mathbf{S O}_{4} \cdot \mathbf{N H}_{3}$ Clusters. For the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ cluster, the situation is more complicated. In the PW91/D95++(d,p), PW91/ $6-311++G(2 d, 2 p)$ and $P W 91 / c c-p V(T+d) Z$ calculations, a ring structure with two H -bonds was found. Like in the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ cluster, the intermolecular $\mathrm{NH} \cdots \mathrm{O}=\mathrm{S}$ interaction was always weak, and the $\mathrm{SOH} \cdots \mathrm{N}$ interaction of medium strength, except for the $\mathrm{PW} 91 / \mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ case in which it was strong. However, in the PW91/aug-cc-pV(T+d)Z calculations as well as in all the B3LYP and MP2 calculations, the hydrogen bonding pattern was different. In the B3LYP/6-311++G(2d,2p) and B3LYP/aug-cc-pV(T+d)Z calculations, the second H -bond was missing. In the other B3LYP calculations, the PW91/aug-cc$\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ calculation and also in all MP2 runs, a ring structure containing a highly curved bond path between the $S=0$ oxygen and the nitrogen atom of ammonia was seen instead. See Figure 3 for a representative illustration of the three different bonding patterns. This curved bonding interaction either may be an artifact of the Gaussian 03 or AIM 2000 programs or may reflect a genuine bonding interaction. A comparison of, for example, the B3LYP/D95 $++(\mathrm{d}, \mathrm{p})$ and B3LYP/6-311 $++\mathrm{G}(2 \mathrm{~d}, 2 \mathrm{p})$ results seems to indicate that this bonding interaction certainly seems to be stabilizing: the (counterpoise-corrected) reaction free energy is over $1.5 \mathrm{kcal} \mathrm{mol}^{-1}$ higher at the $\mathrm{D} 95++(\mathrm{d}, \mathrm{p})$ level, where the interaction is found, than at the $6-311++G(2 d, 2 p)$ level, where it is absent. A comparison of Tables 4 and 6 also seems to indicate that there is a correlation between BSSE and the anomalous-looking bonding. At the B3LYP level, the curved

TABLE 5: Hydrogen Bond Lengths and Topological Parameters at the Corresponding Bond Critical Points for the $\mathbf{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ Cluster, Using Different Methods and Basis Sets, with and without Counterpoise Corrections to the Energy and Geometry ${ }^{\text {a }}$

| method/ <br> basis set | $\begin{aligned} & r_{1} / \\ & \AA \end{aligned}$ | $\begin{gathered} \rho_{1} / \\ 100 \mathrm{au} \end{gathered}$ | $\begin{gathered} \nabla^{2} \rho_{1} / \\ 100 \mathrm{au} \end{gathered}$ | $\begin{gathered} E_{1} / \\ \mathrm{au} \end{gathered}$ | $\begin{aligned} & r_{2} / \\ & \AA \end{aligned}$ | $\begin{gathered} \rho_{2} / \\ 100 \mathrm{au} \end{gathered}$ | $\begin{gathered} \nabla^{2} \rho_{2} / \\ 100 \mathrm{au} \end{gathered}$ | $\begin{gathered} E_{2} / \\ \mathrm{au} \end{gathered}$ | H-tranfer ratio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B3LYP/ | $1.651^{\text {b }}$ | 5.131 | 13.23 | -0.607 | $2.231{ }^{\text {b }}$ | 1.390 | 5.810 | 0.240 | 0.168 |
| D95++(d,p) | $1.665^{\text {c }}$ |  |  |  | $2.232^{\text {c }}$ |  |  |  |  |
| B3LYP/ | $1.684{ }^{\text {b }}$ | 4.640 | 12.04 | -0.470 | $2.202^{\text {b }}$ | 1.522 | 5.645 | 0.168 | 0.143 |
| $6-311++\mathrm{G}(2 \mathrm{~d}, 2 \mathrm{p})$ | $1.696^{\text {c }}$ |  |  |  | $2.232^{\text {c }}$ |  |  |  |  |
| B3LYP/ | $1.661{ }^{\text {b }}$ | 5.238 | 9.540 | -1.429 | $2.163{ }^{\text {b }}$ | 1.607 | 6.478 | 0.290 | 0.165 |
| cc-pV(T+d)Z | $1.677^{\text {c }}$ |  |  |  | $2.210^{\text {c }}$ |  |  |  |  |
| B3LYP/ | $1.673^{\text {b }}$ | 5.028 | 9.765 | -1.273 | $2.182^{\text {b }}$ | 1.500 | 6.176 | 0.285 | 0.157 |
| aug-cc-pV(T+d)Z | $1.676^{\text {c }}$ |  |  |  | $2.185^{\text {c }}$ |  |  |  |  |
| PW91/ | $1.599^{\text {b }}$ | 6.121 | 12.82 | -1.213 | $2.117^{\text {b }}$ | 1.783 | 6.763 | 0.213 | 0.212 |
| D95++(d,p) | $1.613{ }^{\text {c }}$ |  |  |  | $2.121^{\text {c }}$ |  |  |  |  |
| PW91/ | $1.622^{\text {b }}$ | 5.650 | 11.94 | -0.974 | $2.079{ }^{\text {b }}$ | 1.983 | 7.000 | 0.176 | 0.185 |
| $6-311++\mathrm{G}(2 \mathrm{~d}, 2 \mathrm{p})$ | $1.639^{\text {c }}$ |  |  |  | $2.102^{\text {c }}$ |  |  |  |  |
| PW91/ | $1.603{ }^{\text {b }}$ | 6.299 | 8.422 | -2.177 | $2.025^{\text {b }}$ | 2.215 | 8.092 | 0.241 | 0.210 |
| cc-pV(T+d)Z | $1.622^{\text {c }}$ |  |  |  | $2.072^{\text {c }}$ |  |  |  |  |
| PW91/ | $1.612^{\text {b }}$ | 6.092 | 8.853 | $-1.982$ | $2.060^{\text {b }}$ | 2.033 | 7.685 | 0.267 | 0.202 |
| aug-cc-pV(T+d)Z | $1.617^{\text {c }}$ |  |  |  | $2.066{ }^{\text {b }}$ |  |  |  |  |
| MP2/ | $1.683{ }^{\text {b }}$ | 4.263 | 14.89 | -0.040 | $2.280^{\text {b }}$ | 1.232 | 5.650 | 0.237 | 0.136 |
| D95++(d,p) | $1.750^{c}$ |  |  |  | $2.357^{\text {c }}$ |  |  |  |  |
| MP2/ | $1.690^{\text {b }}$ | 4.176 | 13.61 | -0.215 | $2.176{ }^{\text {b }}$ | 1.535 | 6.410 | 0.196 | 0.128 |
| $6-311++\mathrm{G}(2 \mathrm{~d}, 2 \mathrm{p})$ | $1.742^{c}$ |  |  |  | $2.265{ }^{\text {c }}$ |  |  |  |  |
| MP2/ | $1.640^{\text {b }}$ | 5.081 | 11.84 | -1.309 | $2.107{ }^{\text {b }}$ | 1.707 | 7.771 | 0.341 | 0.161 |
| cc-pV(T+d)Z | $1.688^{c}$ |  |  |  | $2.214^{\text {c }}$ |  |  |  |  |
| MP2/ | $1.654{ }^{\text {b }}$ | 4.859 | 11.88 | -1.145 | $2.119^{\text {b }}$ | 1.662 | 7.711 | 0.340 | 0.154 |
| aug-pV(T+d)Z | $1.679^{\text {c }}$ |  |  |  | $2.174^{c}$ |  |  |  |  |
| experimental ${ }^{d}$ | $1.645 \pm 0.005$ |  |  |  | $2.05 \pm 0.01$ |  |  |  |  |

${ }^{a} r_{n}$ is the H-bond length, $\rho_{n}$ is the electron density, $\nabla^{2} \rho_{n}$ is its Laplacian and $E_{n}$ is the total electronic energy computed at the bond critical point corresponding to hydrogen bond $n$. Index 1 corresponds to the $\mathrm{SOH} \cdots \mathrm{OH}$-bond, and index 2 to the $\mathrm{OH} \cdots \mathrm{S}=\mathrm{O} \mathrm{H}$-bond. The H transfer ratio corresponds to the $\mathrm{S}-\mathrm{OH} \cdots \mathrm{OH}$-bond and is defined above. For details, see the text, Figure 1 and refs 34 and 35. ${ }^{b}$ Without counterpoise corrections. ${ }^{c}$ With counterpoise corrections ${ }^{d}$ Reference 40.

TABLE 6: Intermolecular Distances Related to Hydrogen Bonding and Topological Parameters at the Corresponding Bond Critical Points for the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ Cluster, Using Different Methods and Basis Sets, with and without Counterpoise Corrections to the Energy and Geometry ${ }^{a}$

| method/ <br> basis set | $\begin{aligned} & r_{1} / \\ & \AA \end{aligned}$ | $\begin{gathered} \rho_{1} / \\ 100 \mathrm{au} \end{gathered}$ | $\begin{gathered} \nabla^{2} \rho_{1} / \\ 100 \mathrm{au} \end{gathered}$ | $\begin{gathered} E_{1} / \\ \mathrm{au} \end{gathered}$ | $\begin{aligned} & r_{2} / \\ & \AA \end{aligned}$ | $\begin{gathered} \rho_{2} / \\ 100 \mathrm{au} \end{gathered}$ | $\begin{gathered} \nabla^{2} \rho_{2} / \\ 100 \mathrm{au} \end{gathered}$ | $\begin{gathered} E_{2} / \\ \mathrm{au} \end{gathered}$ | H-tranfer ratio |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| B3LYP/ | $1.556^{\text {b }}$ | 7.875 | 6.615 | -2.863 | $2.566^{\text {b }}$ | $0.826^{\text {d }}$ | $3.596{ }^{\text {d }}$ | $0.210^{\text {d }}$ | 0.299 |
| D95++(d,p) | $1.578^{c}$ |  |  |  | $2.656^{\text {c }}$ |  |  |  |  |
| B3LYP/ | $1.593{ }^{\text {b }}$ | 7.047 | 6.968 | $-2.250$ | $2.574{ }^{\text {b }}$ |  |  |  | 0.247 |
| $6-311++\mathrm{G}(2 \mathrm{~d}, 2 \mathrm{p})$ | $1.606{ }^{\text {c }}$ |  |  |  | $2.597^{\text {c }}$ |  |  |  |  |
| B3LYP/ | $1.601^{\text {b }}$ | 7.148 | 3.598 | -3.000 | $2.525^{\text {b }}$ | $0.923{ }^{\text {d }}$ | $3.741^{\text {d }}$ | $0.179^{\text {d }}$ | 0.250 |
| cc-pV(T+d)Z | $1.620^{c}$ |  |  |  | $2.573{ }^{\text {c }}$ |  |  |  |  |
| B3LYP/ | $1.595{ }^{\text {b }}$ | 7.280 | 3.562 | -3.065 | $2.580^{\text {b }}$ |  |  |  | 0.258 |
| aug-cc-pV(T+d)Z | $1.598^{\text {b }}$ |  |  |  | $2.591{ }^{\text {c }}$ |  |  |  |  |
| PW91/ | $1.475^{\text {b }}$ | 9.828 | 1.762 | -4.684 | $2.447^{\text {b }}$ | $1.003{ }^{e}$ | $4.380^{e}$ | $0.254^{e}$ | 0.415 |
| D95++(d,p) | $1.499{ }^{\text {c }}$ |  |  |  | $2.457^{\text {c }}$ |  |  |  |  |
| PW91/ | $1.499^{\text {b }}$ | 9.108 | 2.833 | -3.971 | $2.418^{\text {b }}$ | $1.147^{e}$ | $4.097{ }^{e}$ | $0.140^{e}$ | 0.360 |
| $6-311++G(2 d, 2 p)$ | $1.511^{c}$ |  |  |  | $2.447^{c}$ |  |  |  |  |
| PW91/ | $1.517^{\text {b }}$ | 8.938 | -0.110 | -4.484 | $2.382^{\text {b }}$ | $1.16{ }^{e}$ | $4.612^{e}$ | $0.232^{e}$ | 0.347 |
| cc-pV(T+d)Z | $1.540^{c}$ |  |  |  | $2.405^{\text {c }}$ |  |  |  |  |
| PW91/ | $1.503{ }^{\text {b }}$ | 9.254 | -0.680 | -4.724 | $2.427^{\text {b }}$ | $1.094{ }^{\text {d }}$ | $4.341{ }^{\text {d }}$ | $0.212^{d}$ | 0.367 |
| aug-cc-pV(T+d)Z | $1.503{ }^{\text {c }}$ |  |  |  | $2.434^{\text {c }}$ |  |  |  |  |
| MP2/ | $1.567^{\text {b }}$ | 7.001 | 9.376 | -2.337 | $2.555^{\text {b }}$ | $0.864{ }^{\text {d }}$ | $3.937^{\text {d }}$ | $0.212^{d}$ | 0.259 |
| D95++(d,p) | $1.654^{c}$ |  |  |  | $2.637^{\text {c }}$ |  |  |  |  |
| MP2/ | $1.605^{\text {b }}$ | 6.437 | 9.796 | -1.806 | $2.488{ }^{\text {b }}$ | $0.999^{\text {d }}$ | $3.995^{\text {d }}$ | $0.134^{d}$ | 0.224 |
| $6-311++G(2 d, 2 p)$ | $1.653{ }^{\text {c }}$ |  |  |  | $2.565{ }^{\text {c }}$ |  |  |  |  |
| MP2/ | $1.579^{\text {b }}$ | 7.128 | 5.760 | -3.052 | $2.422^{\text {b }}$ | $1.055^{\text {d }}$ | $4.728^{\text {d }}$ | $0.238{ }^{\text {d }}$ | 0.255 |
| cc-pV(T+d)Z | $1.629^{c}$ |  |  |  | $2.512^{\text {c }}$ |  |  |  |  |
| MP2/ | $1.559^{\text {b }}$ | 7.485 | 5.299 | -3.318 | $2.417^{\text {b }}$ | $1.070^{\text {d }}$ | $4.807^{\text {d }}$ | $0.235{ }^{\text {d }}$ | 0.276 |
| aug-cc-pV(T+d)Z | $1.591{ }^{c}$ |  |  |  | $2.468{ }^{\text {c }}$ |  |  |  |  |

${ }^{a} r_{n}$ is the H-bond length, $\rho_{n}$ is the electron density, $\nabla^{2} \rho_{n}$ is its Laplacian and $E_{n}$ is the total electronic energy computed at the bond critical point corresponding to hydrogen bond $n$. Index 1 corresponds to the $\mathrm{S}-\mathrm{OH} \cdots \mathrm{N}$ interaction, and index 2 to the other intermolecular bond critical point, if present. The H transfer ratio corresponds to the $\mathrm{S}-\mathrm{OH} \cdots \mathrm{N} H$-bond and is defined above. For details, see the text, Figure 2 and refs 34 and 35 . ${ }^{b}$ Without counterpoise corrections. ${ }^{c}$ With counterpoise corrections. ${ }^{d}$ Corresponds to a $\mathrm{N} \cdots \mathrm{O}=\mathrm{S}$ bond path. ${ }^{e}$ Corresponds to a $\mathrm{N}-\mathrm{H} \cdots \mathrm{O}=\mathrm{S}$ bond path.
bond path is absent in the computations with low BSSE values, and present in those with high BSSE values. This is not very surprising; after all, the "artificial" orbital overlap caused by basis set superposition might well be manifested as an anomalous-
looking bond path. However, the presence of the anomalouslooking bond path in the PW91/aug-cc-pV(T+d)Z and MP2/ aug-cc-pV $(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ calculations, both of which have low BSSE values, does not support this hypothesis. Accordingly, a plausible


B3LYP/6-311++G(2d,2p)
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Figure 3. Three different bonding patterns observed for the $\mathrm{H}_{2} \mathrm{SO}_{4}{ }^{\text {. }}$ $\mathrm{NH}_{3}$ cluster. At the B3LYP/6-311++G(2d,2p) level, only one hydrogen bond is found. At the PW91/6-311++G(2d,2p) level, both a SOH $\cdots \mathrm{N}$ and a $\mathrm{NH} \cdots \mathrm{O}=\mathrm{S}$ bond are found. At the MP2/6-311++G(2d,2p), a highly curved $\mathrm{N} \cdots \mathrm{O}=\mathrm{S}$ bond path is observed. This figure was created using the AIM2000 program. ${ }^{32}$
explanation is that there is an interaction between the oxygen atom and the $\mathrm{N}-\mathrm{H}$ antibonding molecular orbital. Unfortunately, further analysis of the bonding interactions was hindered by the fact that the Gaussian 03 program is incapable of writing wave function files containing g-type functions or higher. Thus, for example cc-pV(Q+d) Z or aug-cc- $\mathrm{pV}(\mathrm{Q}+\mathrm{d})$ wave functions could not be generated for the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ cluster. In the future, the connection between basis set superposition and this kind of curved bond path could be tested by generating inherently BSSE-free wave functions using the chemical Hamiltonian approach of Mayer et al. ${ }^{41}$ However, this is beyond the scope of this study.

Proton Transfer Ratios. The hydrogen transfer ratios calculated here help to explain some differences in the structural trends observed in earlier studies of $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ and $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot$ $\left(\mathrm{NH}_{3}\right) \cdot\left(\mathrm{H}_{2} \mathrm{O}\right)_{\mathrm{n}}$ clusters. For example, Bandy and Ianni ${ }^{4}$ predicted that the most stable configurations of $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ are neutral for $n=0-7$, whereas Re et al. ${ }^{5}$ computed the ionic and neutral configurations to be equally stable for $n=4$ and the ionic configurations more stable for $n \geq 5$. Similarly, Ianni and Bandy predicted that the switch from neutral to ionic structures occurs at $n=4$ for $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot\left(\mathrm{NH}_{3}\right) \cdot\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ clusters, whereas our recent B3LYP/D95++(d,p) study ${ }^{30}$ indicates that ionic structures are more stable than neutral ones already for $n=1$. Correspondingly, the proton transfer ratio calculated for both $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ with the B3LYP/6-311++G(2d,2p) method used by Bandy and Ianni is smaller than that calculated with

TABLE 7: Thermochemical Parameters ( $\mathrm{kcal} \mathrm{mol}^{-1}$ ) for the Hydration of Sulfuric Acid with One and Two Water Molecules, at 298 K and 1 atm , Using the Harmonic Approximation and Anharmonic Corrections ${ }^{a}$

| species | $\Delta \mathrm{ZPE}$ | $\Delta H$ | $\Delta S$ | $\Delta G$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ | $2.303^{b}$ | $-11.914^{b}$ | $-29.46^{b}$ | $-3.131^{b}$ |
|  | $2.151^{c}$ | $-11.927^{c}$ | $-28.15^{c}$ | $-3.534^{c}$ |
| $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ | $4.762^{b}$ | $-23.433^{b}$ | $-60.46^{b}$ | $-5.405^{b}$ |
|  | $4.489^{c}$ | $-23.462^{c}$ | $-57.77^{c}$ | $-6.238^{c}$ |

${ }^{a}$ Note that tighter convergence criteria were used than for the values given in Tables 3 and 4. The definitions of the parameters are the same as in Tables 1-4. ${ }^{b}$ Harmonic frequencies. ${ }^{c}$ Anharmonic frequencies.
the B3LYP/D95 $++(\mathrm{d}, \mathrm{p})$ method used by Re et al. and in our study. On the other hand, Larson et al. ${ }^{8}$ predicted a proton transfer for the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot\left(\mathrm{NH}_{3}\right) \cdot\left(\mathrm{H}_{2} \mathrm{O}\right)$ cluster using the MP2/6$311++\mathrm{G}(\mathrm{d}, \mathrm{p})$ method, even though the MP2 transfer ratios calculated here are consistently lower than the corresponding B3LYP values. It should, however, be noted that Larson et al. calculated only binding energies, not free energies, and that they predicted a proton transfer for the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot\left(\mathrm{NH}_{3}\right) \cdot\left(\mathrm{H}_{2} \mathrm{O}\right)$ cluster also using the B3LYP/6-311++G(d,p) method. Comparing the results of Bandy and Ianni with those of Larson et al., one can see that a small change in the basis set (in this case, adding a p-type polarization function to each hydrogen atom and a d-type polarization function to all other atoms) can have huge effects on the structural results. This might also indicate that the large differences observed between the $6-311++G(2 d, 2 p)$ basis set and the cc- $\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ or aug-cc-pV(T+d)Z sets, all of triple split-valence quality, is related primarily to the presence of f-type polarization functions in the correlation-consistent sets.

Effect of Anharmonic Corrections. We have checked the validity of the harmonic approximation by calculating the anharmonic frequencies and vibrational contributions to the free energy of hydration of sulfuric acid mono- and dihydrate at the B3LYP/cc-pV(T+d)Z level using the anharmonic corrections implemented in the Gaussian 03 program. The relevant thermochemical parameters obtained using harmonic and anharmonic frequencies are given in Table 7.

On the basis of ref 14 , tighter convergence criteria were used for this computation, as mentioned in the section "Computational Details". This affected the optimized bond lengths by less than $0.001 \AA$ A A comparison of Tables 7 and 3 shows that for example the free energy of hydration of sulfuric acid changes by about $0.06 \mathrm{kcal} \mathrm{mol}^{-1}$ when tighter convergence criteria and the ultrafine integration grid are used instead of the default settings. However, given the magnitudes of the other error sources revealed by this study, it is clearly not cost-effective to routinely use convergence and grid settings much tighter than the default ones.

The anharmonic frequencies computed using the Gaussian 03 program are in reasonable agreement with those computed recently by Miller et al. ${ }^{42}$ using the GAMESS package and the CC-VSCF method at the MP2/TZP level. The sum of the differences between the nine experimentally observed vibrational wavenumbers ${ }^{43}$ and the corresponding computed wavenumbers is $219 \mathrm{~cm}^{-1}$ for our results and $104 \mathrm{~cm}^{-1}$ for those of Miller et al. This is probably due to the higher accuracy of the CC-VSCF and MP2 methods. However, for the purposes of thermochemical analysis, also our anharmonic computations are a significant improvement over the harmonic approximation.

It can be seen from Table 7 that the effect of anharmonic corrections is far from insignificant. The absolute values of the reaction free energies, for example, increase by ca. $15 \%$ when anharmonicity is accounted for. However, compared to the errors

TABLE 8: Ratio of Anharmonic to Harmonic Zero-Point Energies for Four Different Molecular Structures

| species | $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot\left(\mathrm{H}_{2} \mathrm{O}\right)_{2}$ | $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ | $\mathrm{H}_{2} \mathrm{SO}_{4}$ | $\mathrm{H}_{2} \mathrm{O}$ |
| :--- | :--- | :--- | :--- | :--- |
| ZPE anharm $^{2} /$ ZPE $_{\text {harm }}$ | 0.98122 | 0.98209 | 0.98542 | 0.98426 |

caused by basis-set superposition and to the differences in results obtained at different method/basis set combinations, the errors caused by the harmonic approximation are relatively small.

One possibility is to account for anharmonicity through the use of scaling factors, which can be applied directly to either the vibrational frequencies or the zero-point energies and thermal vibrational contributions. When the use of scaling factors is considered, it should be noted that the "anharmonicity" (defined, e.g., as the ratio of anharmonic and harmonic vibrational frequencies or zero-point energies) is different for clusters and for isolated molecules. Intramolecular bonds are usually rigid, and thus close to harmonic, whereas intermolecular bonds may display significant anharmonicity. This is illustrated by Table 8 , in which the ratio of anharmonic to harmonic zero-point energies of the four species studied are compared.

Thus, using the same scaling factor both for isolated molecules and for cluster structures will inevitably lead to errors, which may be of the same order of magnitude as the original error caused by the harmonic approximation. It might be possible to attain greater accuracy by using different scaling factors for frequencies corresponding to intra- and intermolecular vibrations, but such an approach is beyond the scope of this study.

It should be noted that the large anharmonicity of the intermolecular bonds leads to a significant deviation of the vibrationally averaged geometry from the optimized minimum energy geometry. For the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ cluster, the vibrationally averaged anharmonic zero-point $\mathrm{SOH} \cdots \mathrm{OH}$-bond length was greater by $0.005 \AA$ and the $\mathrm{OH} \cdots \mathrm{O}=\mathrm{S}$ H-bond greater by 0.104 $\AA$ than the minimum energy bond length. This makes the large difference between the calculated minimum-energy bond lengths in Table 5 and the experimental values by Fiacco et al. ${ }^{40}$ even more surprising, as the experimental values correspond to the vibrationally averaged structure and could therefore be expected to be larger, not smaller, than the calculated ones.

Higher-Level Computations. As mentioned above, the ZPE and thermal contributions to the reaction free energies vary relatively little between different methods, whereas the differences in electronic energies are significant. Thus, it might be feasible to compute the minimum geometry and thermochemical parameters using a lower level of theory and the electronic energy at a higher level. Several such schemes exist, e.g., the G1 and G2 methods. ${ }^{44}$ However, these do not account explicitly for basis set superposition (which we have found to be significant even for relatively large basis sets), and often employ configuration interaction methods, which are not size consistent. As future atmospheric ab initio studies will certainly include comparing properties of clusters of varying size, this is clearly undesirable. Furthermore, most such schemes use constant scaling factors to account for anharmonicity, which is not a very good approach for cluster structures, as discussed in the previous section.

We have chosen to calculate the single-point binding energy of $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ using the $\mathrm{CCSD}(\mathrm{T})$ method, which is both sizeconsistent and known to give very accurate results. ${ }^{45}$ Because it is counterproductive to employ high-level correlated theories with less than triple-valence basis sets, ${ }^{45}$ we have used the cc$\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ basis set for these calculations. Due to computational considerations (and also due to the fact that there are no direct experimental results to compare with) the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ cluster was not studied at the $\operatorname{CCSD}(\mathrm{T})$ level.

TABLE 9: Binding Energies ( $\mathrm{kcal} \mathrm{mol}^{-1}$ ) of $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ Calculated at the CCSD(T) - Level, Including Counterpoise Corrections (CP), with Geometries Optimized at Lower Levels of Theory ${ }^{a}$

| method of geometry optimization | $\Delta E_{0, \operatorname{CCSD}(\mathrm{~T})}$ | $\frac{\Delta E_{0, \mathrm{CCSD}(\mathrm{~T})}-}{\Delta E_{0, \mathrm{X}}}$ | CP correction | $\Delta G_{\mathrm{X}}+$ <br> $\Delta E_{0, \operatorname{CCSD}(\mathrm{~T})}-$ $\Delta E_{0, \mathrm{X}}$ |
| :---: | :---: | :---: | :---: | :---: |
| B3LYP/cc-pV(T+d)Z | -11.439 | 0.039 | 2.530 | -1.105 |
| PW91/cc-pV(T+d)Z | -11.088 | 1.899 | 2.482 | -0.623 |
| MP2/cc-pV(T+d)Z | -11.470 | 0.199 | 2.858 | -1.200 |
| B3LYP/cc-pV(D+d)Z | -9.930 | -1.964 | 6.046 |  |

${ }^{a}$ The $\operatorname{CCSD}(\mathrm{T})$ calculations use the same basis set as the corresponding lower-level calculations. $-\Delta E_{0, \mathrm{X}}$ is the (counterpoise-corrected) binding energy calculated at the corresponding lower level of theory. The value of $\Delta G_{\mathrm{X}}+\Delta E_{0, \mathrm{CCSD}(\mathrm{T})}-\Delta E_{0, \mathrm{X}}$ corresponds to Gibbs free energy obtained by calculating the electronic energy at the $\operatorname{CCSD}(\mathrm{T})$ level and the zero-point and thermal contributions at the lower level of theory.

As the optimum geometries obtained using different methods are somewhat different (see Tables 5 and 6), we have run a $\operatorname{CCSD}(\mathrm{T})$ calculation at the (counterpoise-corrected) optimum geometry corresponding to each of the three lower-level calculations: B3LYP/cc-pV(T+d)Z, PW91/cc-pV(T+d)Z and MP2/cc-pV(T+d)Z. The energies of the free sulfuric acid and water molecules were also calculated at the optimum geometries corresponding to these methods, as relaxing the reactants but not the product at the $\operatorname{CCSD}(\mathrm{T})$ level would lead to an artificially low binding energy. (A full geometry optimization of $\mathrm{H}_{2} \mathrm{SO}_{4}$. $\mathrm{H}_{2} \mathrm{O}$ at the $\operatorname{CCSD}(\mathrm{T})$ level, on the other hand, would be prohibitively expensive.) Counterpoise corrections to the electronic energy were included in the $\operatorname{CCSD}(\mathrm{T})$ calculations to remove the basis set superposition error. For comparison, we have also calculated the $\operatorname{CCSD}(\mathrm{T})$ binding energy using the cc$\mathrm{pV}(\mathrm{D}+\mathrm{d}) \mathrm{Z}$ basis set, at the B3LYP/cc-pV(D+d)Z geometry. The results are presented in Table 9.

It can be seen from Table 9 that the $\operatorname{CCSD}(T) / \mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ electronic energies calculated at the B3LYP and MP2 minimum geometries differ a little from the corresponding B3LYP and MP2 energies, whereas the $\operatorname{CCSD}(\mathrm{T})$ binding energy calculated at the PW91 geometry is significantly lower than the original PW91 value. This indicates (though unfortunately does not prove) that the $\mathrm{PW} 91 / \mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ potential energy surface is overbinding compared to the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ surface, whereas the B3LYP/cc-pV(T+d)Z and MP2/cc-pV(T+d)Z are quite close to it. Because the $\operatorname{CCSD}(\mathrm{T})$ results are almost certainly more accurate than any of the other methods, it would thus be reasonable to conclude that the B3LYP and MP2 reaction energies and geometries should be considered more reliable than the PW91 ones. (This conclusion is also supported by the fact that the B3LYP and MP2 results are, when larger basis sets are used, very similar to each other.) However, the fact remains that both the PW91 reaction energies and the corresponding H -bond lengths are closer to the experimental values. A full resolution of the problem would probably require a geometry optimization at the $\operatorname{CCSD}(\mathrm{T}) /$ aug-cc-pV(T+d)Z level or higher, which is computationally unfeasible at the moment.

We have also attempted to calculate the basis-set limits of the binding energies of $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ and $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ at the B3LYP level. This was done by calculating the counterpoisecorrected binding energies using the cc-pV(D+d)Z, cc-pV(T+d)Z, cc-pV(Q+d)Z, aug-cc-pV(D+d)Z, aug-cc-pV(T+d)Z and aug-cc-pV(Q+d)Z basis sets. (Due to computational limitations, the aug-cc- $\mathrm{pV}(\mathrm{Q}+\mathrm{d}) \mathrm{Z}$ energy was computed at the aug-cc-pV(T+d)Z geometry.) The basis-set limits could then be estimated using the extrapolation formulas ${ }^{46,47}$

$$
\begin{equation*}
E(X)=E(\infty)+A_{1} \mathrm{e}^{-B X} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
E(X)=E(\infty)+A_{2} X^{-3} \tag{2}
\end{equation*}
$$

where $E(\infty)$ is the basis-set limit energy, $A_{1}, A_{2}$ and $B$ are constants, $X=2$ for the cc-pV(D+d) and aug-cc-pV(D+d)Z sets, $X=3$ for the cc-pV(T+d) and aug-cc-pV(T+d)Z sets and $X=4$ for the cc-pV $(\mathrm{Q}+\mathrm{d})$ and aug-cc- $\mathrm{pV}(\mathrm{Q}+\mathrm{d}) \mathrm{Z}$ sets. For the total electronic energy, eq 1 holds for Hartree-Fock methods and eq 2 for correlated ab initio methods. ${ }^{45}$ Though not rigorously proven, both formulas have been successfully employed for many other molecular properties, and also for DFT methods. (See for example ref 27, where both formulas are applied to B3LYP results.) Equations 1 and 2 were fitted separately to the data corresponding to the augmented and nonaugmented basis sets. Though eqs 1 and 2 are usually fitted to uncorrected energies, we have followed the recommendations in ref 48 and used the counterpoise-corrected energies for the fitting, though this led to nonmonotonic behavior for the augmented basis set energies. (However, because the differences between the aug-cc-pV(T+d) and aug-cc-pV $(\mathrm{Q}+\mathrm{d})$ energies were very small, this had a negligible effect on the results.) Equation 2 was also fitted using only the $X=3$ and $X=4$ data points, on the basis of recommendations from ref 49. Furthermore, we have attempted to estimate the magnitude of basisset effects beyond the triple- $\zeta$ level for the $\operatorname{CCSD}(\mathrm{T})$ method by calculating the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\infty+\mathrm{d}) \mathrm{Z}$ binding energy using eq 2 and the two data points corresponding to the B3LYP geometries given in Table 9. (This value must be considered as an order-of-magnitude estimate only, as the very large BSSE error indicates that the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\mathrm{D}+\mathrm{d}) \mathrm{Z}$ results are quite unreliable.) For comparison, the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\infty+\mathrm{d})$ Z energy has been calculated both with and without counterpoise corrections. The results are presented in Table 10.

The counterpoise-corrected quadruple- $\zeta$ energies are very close to the B3LYP basis set limit, irrespective of the extrapolation formula used. However, it should be noted that without counterpoise corrections, the difference between the cc-pV$(\mathrm{Q}+\mathrm{d}) \mathrm{Z}$ and $\mathrm{cc}-\mathrm{pV}(\infty+\mathrm{d}) \mathrm{Z}$ energies is around $1 \mathrm{kcal} \mathrm{mol}^{-1}$. The augmented basis sets, on the other hand, converge much faster, and the effect of the counterpoise correction at the aug-$\mathrm{cc}-\mathrm{pV}(\mathrm{Q}+\mathrm{d}) \mathrm{Z}$ level is smaller than the differences between the different extrapolation procedures. Even the counterpoisecorrected aug-cc-pV(D+d)Z energies are within $0.5 \mathrm{kcal} \mathrm{mol}^{-1}$ of the basis-set limit energies. This indicates that the aug-cc$\mathrm{pV}(\mathrm{D}+\mathrm{d}) \mathrm{Z}$ basis set might represent a reasonable compromise between computational requirements and accuracy.

It can be seen from Table 10 that the "basis-set limit correction" to the $\mathrm{B} 3 \mathrm{LYP} / \mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ electronic energy change of the $\mathrm{H}_{2} \mathrm{SO}_{4}+\mathrm{H}_{2} \mathrm{O} \leftrightarrow \mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ reaction is ca. +0.25 to $+0.5 \mathrm{kcal} \mathrm{mol}^{-1}$. The correction thus acts to further increase the difference between computational and experimental results. This could be taken as an indication that the counterpoise correction overcompensates for the basis-set superposition error and leads to artificially low binding energies. The magnitude of this possible overcompensation can be estimated by comparing the basis-set limit energies calculated from data with and without counterpoise corrections. If no overcompensation is present, the values should be identical. For the augmented basis sets, the difference between the two results (using eq 2 and the full data set) is less than $0.1 \mathrm{kcal} \mathrm{mol}^{-1}$ for both clusters studied, indicating (though not proving) that the degree of overcom-

TABLE 10: Basis-Set Limit Binding Energies of $\mathbf{H}_{\mathbf{2}} \mathbf{S O}_{4} \cdot \mathbf{H}_{\mathbf{2}} \mathrm{O}$ and $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ Calculated at the B3LYP Level and Basis-Set Limit Binding Energies of $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ at the $\underline{\operatorname{CCSD}(T) ~ L e v e l ~(k c a l ~ m o l ~}{ }^{-1}$ )

| method/basis set | $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ |  | $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{NH}_{3}$ |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $\Delta E_{0}$ | CP correction | $\Delta E_{0}$ | CP correction |
| B3LYP/cc-pV(D+d)Z | -11.894 | 5.577 | -15.166 | 4.618 |
| B3LYP/cc-pV(T+d)Z | -11.477 | 1.997 | -14.809 | 1.871 |
| B3LYP/cc-pV(Q+d)Z | -11.243 | 0.914 | -14.768 | 0.835 |
| B3LYP/cc-pV( $\infty+\mathrm{d}$ )Z, eq 1 | -10.941 |  | -14.763 |  |
| B3LYP/cc-pV( $\infty+\mathrm{d}$ )Z, eq $2^{a}$ | -11.206 |  | -14.692 |  |
| B3LYP/cc-pV( $\infty+\mathrm{d}) \mathrm{Z}$, eq $2^{\text {b }}$ | -11.072 |  | -14.739 |  |
| B3LYP/aug-cc-pV(D+d)Z | -10.659 | 0.525 | -14.485 | 0.797 |
| B3LYP/aug-cc-pV(T+d)Z | -11.001 | 0.157 | -14.767 | 0.154 |
| B3LYP/aug-cc-pV(Q+d) ${ }^{\text {c }}$ | -11.027 | 0.090 | -14.747 | 0.085 |
| B3LYP/aug-cc-pV( $\infty+\mathrm{d}$ )Z, eq 1 | -11.029 |  | -14.757 |  |
| B3LYP/aug-cc-pV( $\infty+\mathrm{d}$ )Z, eq $2^{a}$ | -11.104 |  | -14.822 |  |
| B3LYP/aug-cc-pV( $\infty+$ d)Z, eq $2^{\text {b }}$ | -11.046 |  | -14.733 |  |
| $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\infty+\mathrm{d}) \mathrm{Z}$, eq 2, $\mathrm{CP}^{d}$ | -12.074 |  |  |  |
| $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\infty+\mathrm{d}) \mathrm{Z}$, eq 2, no $\mathrm{CP}^{e}$ | -13.123 |  |  |  |

${ }^{a}$ Fitted using all data points. ${ }^{b}$ Fitted using the $X=3$ and $X=4$ data points only. ${ }^{c}$ Computed at the aug-cc- $\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ geometry. ${ }^{d}$ Computed at the corresponding B3LYP geometries, using the counterpoise-corrected $X=2$ and $X=3$ data given in Table 9. ${ }^{e}$ Computed at the corresponding B3LYP geometries, using the $X=2$ and $X=3$ data given in Table 9, without counterpoise corrections.
pensation at the B3LYP level is small. For the nonaugmented basis sets, the counterpoise-uncorrected basis-set limit binding energies are around $0.4 \mathrm{kcal} \mathrm{mol}^{-1}$ higher than the counterpoisecorrected ones, indicating the possible presence of some degree of overcompensation, though not enough to explain the difference between experimental and calculated B3LYP energies. (It should be noted that the differences may also be caused by the incompleteness of our data set, which includes only double-, triple-, and quadruple- $\zeta$ basis sets.)

Comparing the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\infty+\mathrm{d}) \mathrm{Z}$ values given in Table 10 to the corresponding cc-pV( $\mathrm{D}+\mathrm{d}) \mathrm{Z}$ and cc-pV(T+d) Z values in Table 9, one can see that the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ binding energy is significantly lower than the estimated basis-set limit: ca. $0.6 \mathrm{kcal} \mathrm{mol}^{-1}$ for the counterpoise-corrected and 0.8 kcal $\mathrm{mol}^{-1}$ for the uncorrected values. Also, the difference between the basis-set limit binding energies calculated from counterpoisecorrected and uncorrected energies is over $1 \mathrm{kcal} \mathrm{mol}^{-1}$, indicating that overcompensation may be an important factor at the $\operatorname{CCSD}(\mathrm{T})$ level.

The fitted $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\infty+\mathrm{d}) \mathrm{Z}$ values, though not quantitatively accurate due to the unreliability of the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-$ $\mathrm{pV}(\mathrm{D}+\mathrm{d}) \mathrm{Z}$ data, strongly indicate that the B3LYP binding energies are too low by about $1-2 \mathrm{kcal} \mathrm{mol}^{-1}$ (depending on whether the counterpoise-corrected or uncorrected $\operatorname{CCSD}(\mathrm{T})$ data is used for comparison). This is almost certainly the main reason for the large differences between earlier studies and experimental values. From Table 7, we can estimate the magnitude of anharmonic corrections to the hydration free energy to be around $-0.4 \mathrm{kcal} \mathrm{mol}^{-1}$. Combining the free energy of hydration calculated at the B3LYP/cc-pV(T+d)Z level with this anharmonic correction and the difference between the B3LYP/cc-pV( $\infty+\mathrm{d}) \mathrm{Z}$ and $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\infty+\mathrm{d}) \mathrm{Z}$ binding energies, we obtain a range of -2.2 to $-2.9 \mathrm{kcal} \mathrm{mol}^{-1}$ as a "best-guess" value of the free energy of hydration at 298 K . (The higher value corresponds to counterpoise-corrected and the lower value to uncorrected basis-set limit energies.) This is in moderately good agreement with the upper limit of the experimental range of $-3.6 \pm 1 \mathrm{kcal} \mathrm{mol}^{-1}$. Further calculations at the $\operatorname{CCSD}(\mathrm{T}) /$ aug-cc-pV(T +d$) \mathrm{Z}$ or $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\mathrm{Q}+\mathrm{d}) \mathrm{Z}$ level would be required to better determine the magnitude of
the possible overcompensation of the counterpoise correction to the $\operatorname{CCSD}(\mathrm{T})$ energies, and thus narrow down the range of our "best-guess" value, but the computational cost of such calculations would be formidable.

The above analysis demonstrates that the discrepancy between experimental and theoretical results can be resolved by a combination of anharmonic corrections to the vibrational frequencies and very high-level corrections to the electronic energies. Although satisfactory in itself, this is not very useful for future studies on larger clusters, for which $\operatorname{CCSD}(\mathrm{T})$ calculations with triple- or quadruple- $\zeta$ quality basis sets will remain impossible for the foreseeable future. It is noteworthy that explaining the differences between calculated and experimental values required the estimation of basis-set effects beyond the $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ level, as not even the computationally demanding single-point $\operatorname{CCSD}(\mathrm{T}) / \mathrm{cc}-\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ calculations given in Table 10 were by themselves able to resolve the observed discrepancies. Clearly, future studies on larger clusters will require a more accurate but at the same time computationally feasible method for the calculation of electronic energies. Though some authors believe that the PW91 functional fulfills this requirement, the overbinding of $1.9 \mathrm{kcal} \mathrm{mol}^{-1}$ observed in Table 9 indicates that this is not the case. (It should be noted that this value cannot be explained by overcompensation of the CP correction at the $\operatorname{CCSD}(\mathrm{T})$ level, as the magnitude of this effect is at most $1 \mathrm{kcal} \mathrm{mol}^{-1}$, as described above.) We are optimistic that the new generation of density functionals being developed especially for nonbonding interactions (see, e.g., ref 50 for some examples) will be suitable for the task.

## Conclusions

We have carried out a systematic analysis of the dependence of the thermochemical and structural parameters of sulfuric acid hydrate and ammonium hydrogensulfate obtained from ab initio and density functional theory calculations on the method and basis set used. We have also estimated the magnitude of the errors caused by basis set superposition and the use of the harmonic approximation for molecular vibrations. We found that the intermolecular bond lengths and binding energies are highly dependent on the method and basis set used, and that the basis set superposition error (BSSE) is very significant even for quite large basis sets of triple or even quadruple-valence quality, unless additional diffuse basis functions are used, as in the aug-$\mathrm{cc}-\mathrm{pV}(\mathrm{X}+\mathrm{d}) \mathrm{Z}$ sets. Comparisons of different basis sets also indicate that including additional polarization functions of high angular momentum quantum number in the basis sets also has a large effect on the structural and energetic results. Different magnitudes of BSSE for different methods/basis set combinations explain part of the differences between earlier studies. The vibrational contributions to the thermochemical parameters were found to be relatively insensitive to the method, basis set and counterpoise corrections. The effect of anharmonic corrections to the vibrational zero-point energies and the thermal vibrational contributions to the reaction free energy were found to be small but not insignificant.

QTAIM analysis reveals qualitative differences between computations on ammonium hydrogensulfate carried out using different methods/basis sets. Most method/basis set combinations associated with large BSSE values display a curved bond path, which is absent in computations associated with lower BSSE values. However, this correlation is not perfect, as the aug-cc$\mathrm{pV}(\mathrm{T}+\mathrm{d}) \mathrm{Z}$ results display both low BSSE values and curved bond paths. In the absence of a generally available method to generate BSSE-free wave functions, the connection between
basis set superposition and curved bond paths could not be explored fully. However, we may assume that there could be an interaction between oxygen and the $\mathrm{N}-\mathrm{H}$ antibonding orbital. We have also used QTAIM analysis to define a proton transfer ratio parameter, which helps explain differences in structural features observed in earlier studies.

On the basis of our calculations, we recommend that future ab initio computations on atmospherically relevant clusters should correct for the basis set superposition error at least with respect to the electronic energy, even when large basis sets are used. Vibrational contributions to the relevant thermochemical parameters can be computed at computationally cheaper levels and small or medium-sized basis sets without great loss of accuracy. Higher-level calculations and complete basis-set limit fits at the B3LYP and $\operatorname{CCSD}(\mathrm{T})$ levels strongly indicate that the difference between the experimental and most reliable previous theoretical values for the hydration free energies of the $\mathrm{H}_{2} \mathrm{SO}_{4} \cdot \mathrm{H}_{2} \mathrm{O}$ cluster are caused by the inaccuracy of the B3LYP electronic energies. A combination of anharmonic and $\operatorname{CCSD}(\mathrm{T})$ - level corrections yields a range of -2.2 to -2.9 $\mathrm{kcal} \mathrm{mol}{ }^{-1}$ for the free energy of hydration at 298 K , depending on whether counterpoise corrections are used in the basis-set limit fits. This is in reasonable agreement with the upper limit of the experimental range of $3.6 \pm 1 \mathrm{kcal} \mathrm{mol}^{-1}$.
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