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a b s t r a c t

The binding of sulfuric acid to a series of anions and cations of varying chemical complexity is studied
using quantum chemical methods. Sulfuric acid is bound much more strongly to anions than cations,
as expected from structural and general chemical considerations, and previous computational studies
on charged sulfuric acid–water clusters. The results are likely to explain the sign effect observed in atmo-
spheric nucleation phenomena, and indicate that the first steps of ion-induced nucleation are controlled
by the specific chemical interactions between the core ion and the condensing molecules rather than by
general physical (e.g. electrostatic) effects.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Sulfuric acid is thought to be one of the most important mole-
cules participating in new-particle formation through nucleation
in the troposphere and lower stratosphere [1]. While the majority
of atmospheric new-particle formation is likely to occur via neutral
pathways especially in the lower troposphere [2], ion-induced
nucleation always contributes some fraction, and its importance
is likely to increase with altitude [3]. In several experimental stud-
ies [4–10], the ion-induced component of atmospheric nucleation
has been observed to be related predominantly to negative clus-
ters. While this so-called sign effect is puzzling if treated from a
purely macroscopic physical point of view, it can easily be rational-
ized in chemical terms, especially if sulfuric acid is assumed to be
the molecule responsible for the first steps of nucleation. In this
paper we give a qualitative chemical justification for the negative
sign preference of sulfuric acid nucleation, and demonstrate the
effect quantitatively using quantum chemical calculations.

Sign preference in ion-induced nucleation has recently been the
focus of several investigations [11–16]. Nadykto et al. [14] demon-
strated that the sign effect for any given vapor–ion combination
can relatively easily be predicted based on the quantum chemically
calculated, or experimentally measured, binding energies or com-
plexation free energies of a small set of cluster structures corre-
sponding to the first few vapor molecules clustering around the
core ion. In a very recent study, Nadykto et al. [17] compared the
binding of sulfuric acid and water to clusters containing HSO�4
and H3O+ core ions, and found that sulfuric acid is significantly

more strongly bound to the HSO�4 clusters, indicating a negative
sign preference. In this study, we extend their analysis to encom-
pass a series of other core ions of varying degrees of chemical
complexity.

2. General reasoning

While accurate energy models (in practice, quantum chemistry
methods) are required to give quantitative predictions for sign
preference in ion-induced nucleation, qualitative predictions or
explanations can, at least for some systems, be made based on rel-
atively simple chemical concepts such as partial charges, hydrogen
bonding and acidity or basicity. For example, the alleged prefer-
ence of water molecules to negative ions rather than positive ones
[5,6,11,15] could be explained by the simple fact that water con-
tains two hydrogen atoms with partial positive charges (+d) but
only one oxygen atom with a partial negative charge (�2d). Since
unlike charges attract, a single water molecule could thus, in prin-
ciple, form two bonds to a negatively charged ion, but only one
bond to a positively charged ion. (The term ‘‘bond” here refers
loosely to any interaction involving orbital overlap.) If the H+d� � �X�
and O�2d� � �Y+ bond lengths were equal and the interaction were
purely electrostatic, the difference would not matter, as the magni-
tude of the negative partial charge of the water oxygen atom is ex-
actly twice that of the positive partial charge on the hydrogen
atoms. (Or, to put it another way, the strength of an electrostatic
charge–dipole attraction depends only on the magnitudes, not
the signs, of the charge and dipole.) However, due to the small size
of the hydrogen atom, the H+d� � �X� bond lengths could, in general,
be expected [11] to be somewhat shorter than the O�2d� � �Y+ bond
lengths, leading to a stronger net bonding for the anion–water
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clusters. Also, the energy of real chemical bonds will, in addition to
electrostatic contributions, contain contributions from e.g. ex-
change-repulsion, polarization, charge transfer or dispersion inter-
actions, which are not directly proportional to the strength of the
electrostatic interaction.

Unfortunately, the issue is complicated by geometrical factors. If
the X� ion is small (e.g. a monatomic ion such as Cl�), the formation
of two H+d� � �X� bonds from the same water molecule will not be
energetically favorable because the O–H–X angles for such a cluster
would be far too small for efficient orbital overlap. (Alternatively,
the H+d� � �X� bond lengths corresponding to favorable O–H–X an-
gles would be far too large.) Thus, the minimum-energy geometry
for e.g. H2O�Cl� contains only one H� � �Cl bond, not two [18], and
water molecules are, on average, more attracted to monatomic
positive ions than monatomic negative ions [14]. For larger, poly-
atomic ions, even more geometrical factors need to be considered.
For charged but chemically inert clusters that are large enough to
form two bonds to a single water molecule without the O–H-cluster
bond angles being excessively bent (such as the >10 nm SiO2 parti-
cles studied by Chen and Cheng [15]), a slight negative sign prefer-
ence might be predicted on the basis of the above discussion.
Anionic molecular ions with multiple binding sites, such as NO3

�,
could also be expected to be particularly efficient at binding water
molecules. On the other hand, in the ion-induced nucleation of pure
water, a positive sign preference could be expected (and has been
observed in molecular dynamics studies [19]), as the H3O+ ion can
form bonds to the oxygen atoms of three water molecules (one
for each hydrogen), while the OH� ion will only form one bond to
the hydrogen atom of one water molecule (plus possibly a quite
weak OH�� � �OH2 bond).

For ions and/or condensing molecules with strong acid or basic
characteristics, proton transfer reactions may also affect the bind-
ing. If the condensing molecule is an acid and the core ion is an
anion able to act as a base (X�), then reactions of the type

HAþ X� ) A� � HX

may occur. (Here, HA indicates any acid molecule and A� the corre-
sponding conjugate base.) Even if proton transfer does not occur for
the isolated HA� � �X� pair, the acid nature of HA is likely to signifi-
cantly strengthen the H� � �X� bonding. Also, proton transfer may
be catalyzed by the condensation of further molecules onto the
HA�X� dimer cluster. Similarly, acidic cations of the type XH+ may
be expected to bond strongly and/or donate protons to condensing
molecules capable of acting as bases (e.g. H2O, NH3 and various
amines). The confusion surrounding sign preference in nucleation
mechanisms involving water may well be related to the fact that
water is capable of acting as both an acid and a base, and its binding
to ions will thus depend very strongly on, not only the ion sign, but
on the chemical identity (and specifically, the acid–base nature) of
the core ion.

From a simple ‘‘bond-counting” point-of-view, the negative sign
preference in atmospheric nucleation (assumed here to be domi-
nated by sulfuric acid) may be slightly surprising, as the H2SO4

molecule can form two bonds via its positively partially charged
SAOAH hydrogen atoms and two bonds via its negatively partially
charged S@O oxygen atoms. (Since bonding to the SAOAH oxygen
atoms is also possible we might indeed expect sulfuric acid to
show a slight positive sign effect.) On the other hand, in terms of
acid–base chemistry, the observations are hardly surprising, as sul-
furic acid is a strong acid, and thus likely to bond strongly to any
negative ion with even the slightest basic characteristics. Further-
more, it should be noted that the three-member SAOAH groups
are much more flexible than the two-member S@O groups. Thus,
the sulfuric acid molecule can ‘‘grab” negative ions with its SAOAH
‘‘claws”, while no such flexibility is possible for bonding to positive
ions. Therefore, both chemical and geometric considerations indi-

cate that sulfuric acid nucleation is likely to display a strong nega-
tive sign preference, as demonstrated recently for the specific case
of charged sulfuric acid–water clusters [17].

It should be noted that although the sign preference phenome-
non is related to orbital overlap and is thus ‘‘quantum–mechanical”
in the same sense as all chemical interactions, it does not involve
any specific quantum–mechanical behavior of atomic nuclei, such
as tunneling. In any case, it appears clear that, regardless of termi-
nological issues, quantum chemical models are, at present, the only
simulation methods capable of accurately describing and predict-
ing sign preference.

3. Computational results

To demonstrate the role of chemical interactions in sulfuric acid
ion-induced nucleation, we have computed the binding energies
and Gibbs free energies of complexation for sulfuric acid with six
simple inorganic ions: OH�, H3O+, Li+, F�, Na+ and Cl� at a moder-
ately high level of theory. To assess whether or not the conclusions
drawn from these simple species can be applied to more chemi-
cally complicated ions present in the atmosphere, qualitatively
reliable data for dimer clusters of sulfuric acid with the cations
ammonium (NH4

+) and dimethylammonium ((CH3)2NH2
+), and

the anions formed by the deprotonation of limonic acid
(C9O4H14) and limononic acid (C10O3H16) to form their conjugate
bases (C9O4H13

� and C10O3H15
�, respectively) have also been com-

puted. These anions and cations were selected based on experi-
mental studies indicating that amines or amine salts [20] on one
hand, and oxidation products of limonene [21] on the other hand,
may be involved in atmospheric nucleation. Data for various neu-
tral dimers are given for comparison in order to qualitatively com-
pare the interaction energies of ‘‘typical” neutral and ionic clusters.

For the simple inorganic ions, the geometries and vibrational
frequencies have been computed at the MP2(full)/6-311++
G(3df,3pd) level [22,23] using the Gaussian 03 program suite
[24] with default convergence criteria (3 � 10�4, 4.5 � 10�4 and
1 � 10�6 atomic units with respect to the root mean square force,
maximum force and electronic energy, respectively). For the more
complicated ions, the multistep methodology described by Ortega
et al. [25], employing BLYP/DZP geometries and vibrational fre-
quencies with RI-MP2 or RI-CC2 energy corrections with the Spar-
tan [26], SIESTA [27] and Turbomol [28] programs, has been used.
Due to the large size of the organic ions, the final electronic ener-
gies have, in these cases, been computed at the RI-MP2(frozen-
core)/aug-cc-pV(T+d)Z level instead of the more demanding (but
only slightly more accurate) RI-CC2/aug-cc-pV(T+d)Z level. In all
cases, qualitative estimates of the complexation Gibbs free ener-
gies (at 298 K and 1 atm reference pressure) have been computed
using the rigid rotor and harmonic oscillator approximations. The
formation energies for H2SO4�NH3 and H2SO4�NH4

+ clusters have
been computed at both levels of theory employed in this study in
order to assess the possible differences between the methods.

The computed binding energies and Gibbs free energies of com-
plexation for clusters of sulfuric acid with H2O, OH�, H3O+, Li+, F�,
Na+ and Cl� are presented in Table 1. The corresponding cluster
structures are shown in Fig. 1. All structures are drawn using the
MOLEKEL 4.3 visualization package [29]. The binding energy data
for H2SO4�H2O are in good agreement with the higher-level data
previously reported by Kurtén et al. [30], indicating that the ne-
glect of higher-order correlation in this study is likely to cause only
minor errors. Accurate free energies would require the inclusion of
anharmonic vibrational effects [16], but as the focus here is a semi-
quantitative comparison of binding energetics this would not be
cost-effective; the errors caused by anharmonicity on the complex-
ation free energies of hydrogen-bonded dimers are likely to be only
on the order of 1–2 kcal/mol [30].
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For each stoichiometry, several input configurations were
generated, and in some cases more than one minimum-energy
geometry were found in the subsequent geometry optimizations.
Only the results for the most stable structures are reported here.
Cartesian co-ordinates and energetics of all identified minima are
reported in the Supplementary information. In the geometry opti-
mization, the H2SO4�OH� cluster immediately rearranged to give
HSO�4 �H2O, which is not surprising given that H2SO4 is a much
stronger acid than H2O. We were unable to find any metastable
structures corresponding to H2SO4�OH�. A similar phenomena oc-
curred also for the H2SO4�F� cluster, where the initial structure
found in the geometry optimization corresponded to a transition
state (i.e. one of the vibrational frequencies were imaginary), and
a subsequent optimization (with second derivatives calculated at
each step) showed the global minimum to be HSO�4 �HF. This is con-
sistent with gas-phase deprotonation reaction energies [31], which
indicate that H2SO4 is a significantly stronger acid than HF in the
gas-phase. Based on chemical intuition, the H2SO4�H3O+ cluster
might be expected to contain two H-bonds from H3O+ hydrogen
atoms to S@O oxygen atoms. (This pattern is indeed seen for
H2SO4�NH4

+, as described below.) However, the global minimum
structure (to which all input geometries with two hydrogen bonds

rapidly reverted) corresponds to a cluster with single, abnormally
short, H-bond. Closer inspection reveals that the hydrogen in ques-
tion is almost equally shared between the H3O+ and H2SO4 mole-
cules, as the H� � �OH2 distance (1.135 Å) is only slightly shorter
than the H� � �O@S distance. It is possible that this prediction of a
shared proton may be an artifact of the method used. However,
MP2 with a large basis set should give quite reliable structures
for hydrogen-bonded clusters. In any case, the level of theory re-
quired to obtain significantly more reliable results (e.g. CCSD(T)
and a quadruple-zeta basis set) would be computationally far too
demanding for geometry optimizations on this cluster. An optimi-
zation at the PW91/6-311++G(3df,3pd) level (the method used by
Nadykto et al. [14,17]) yielded a similar structure as the MP2 cal-
culation. The ions in the minimum-energy structures for H2SO4�Na+

and H2SO4�Cl� clusters are all bonded to two atoms of the sulfuric
acid molecule (S@O oxygens for the cation and SAOAH hydrogens
for the anion), while the minimum-energy structure for H2SO4�Li+

contains only one ion-molecule bond. No other minima were found
for the H2SO4�Cl� cluster, while alternate isomers for H2SO4�Na+

and H2SO4�Li+ with one and two bonds, respectively, were identi-
fied (see the Supplementary information for energetics and co-
ordinates). Due to its larger flexibility and thus higher entropy,
the single-bonded H2SO4�Na+ isomer was actually slightly lower
(by 1.2 kcal/mol) in free energy than the double-bonded one,
though the latter was more stable with respect to the electronic
energy. The different structure of the minimum-energy geometries
for the H2SO4�Na+ and H2SO4�Li+ clusters is likely due to the differ-
ence in bond lengths: as the lithium ion is much smaller, the opti-
mal Li+� � �O@S bond length is much shorter, and a double-bonded
structure would therefore require much smaller (and thus more
strained) bond angles.

It can be seen from Table 1 that sulfuric acid is significantly
more strongly bound to the negative ions than the positive ions.
For the special case of water and its two ionic forms, the difference
in binding energies between negative and positive clusters is actu-
ally more than three times the difference in binding energies be-
tween the neutral and positive cluster. (The data by Nadykto
et al. [17] indicates that the same trend persists for the addition
of further sulfuric acid molecules to the clusters.) Thus, at least
in this special case, the specific chemical interactions related to
the ion sign are, in fact, much more important than the general
physical electrostatic effects related to the presence of an electric
charge. For the monatomic ions, the difference in binding energies
between anionic and cationic clusters is somewhat smaller, but
still considerable. For the ion pairs in the same row of the periodic
table the differences are 19.6 kcal/mol and 43.6 kcal/mol for Na+/Cl�

and Li+/F�, respectively. The stronger binding to sulfuric acid of Li+

and F� compared to Na+ and Cl�, respectively, is probably ex-
plained mainly by electrostatics: the lighter ions are smaller, but
still carry the same charge, hence the bond lengths are shorter
(by around 0.4–0.5 Å as seen from Fig. 1) and the bonds stronger.
The binding energy of H2SO4�Cl� is roughly similar to that of
H2SO4�HSO�4 , which was computed by Ortega et al. [25] to be
around 50 kcal/mol at the RI-CC2/aug-cc-pV(T+d)Z//BLYP/DZP
level. The differences between binding energies obtained using
different correlated ab initio methods are likely to be quite small
compared to the differences in binding energies between e.g. the
anionic and cationic clusters compared here.

In the two clusters in which proton transfer occurs, it should be
noted that the reaction energies given in Table 1 are not really rep-
resentative of the stability of the clusters with respect to dissocia-
tion. The electronic energy changes for the dissociation of
HSO�4 �H2O into HSO�4 + H2O and HSO�4 �HF into HSO�4 + HF are only
about +17 and +22 kcal/mol, respectively, at the MP2(full)/
6-311++G(3df,3pd) level. (For comparison, the HSO�4 �H2O )
HSO�4 þH2O dissociation energy was computed to be +15 kcal/mol

Fig. 1. The minimum-energy structures (at the MP2(full)/6-311++G(3df,3dp) level)
of dimer clusters containing H2SO4 together with various simple ions: (a)
H2SO4�H3O+, (b)HSO�4 �H2O, (c) H2SO4�Li+, (d) H2SO4�Na+, (e) HSO�4 �HF, (f)H2SO4�Cl�.
Ion–molecule interactions are indicated by dashed lines, with distances given in
Ångström. Color coding: yellow = sulfur, red = oxygen, white = hydrogen, light
blue = lithium, violet = sodium, grey = fluorine and green = chlorine. (For interpre-
tation of the references to color in this figure legend, the reader is referred to the
web version of this paper.)

Table 1
Electronic energies and standard Gibbs free energies (at 298 K and 1 atm reference
pressure) for dimer-forming reactions involving sulfuric acid and various simple
molecules or ions, at the MP2(full)/6-311++G(3df,3pd) level.

Reaction DEelec (kcal/mol) DG� (kcal/mol)

H2SO4 + H2O) H2SO4�H2O �13.5 �3.0
H2SO4 + H3O+) H2SO4�H3O+ �34.8 �28.0
H2SO4 + OH� ) HSO�4 �H2Oa �95.6 �84.6
H2SO4 + Li+) H2SO4�Li+ �37.7 �31.5
H2SO4 + Na+) H2SO4�Na+ �27.2 �20.2
H2SO4 + F� )) HSO�4 �HFb �81.2 �74.4
H2SO4 + Cl� ) H2SO4�Cl� �46.8 �39.9

a No metastable H2SO4�OH� was found; proton transfer is likely barrier less.
b A H2SO4�F� transition state with DEelec of �76.3 kcal/mol was also found.
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in Ref. [30], using a high-level combination method including MP4
correlation.) The binding of sulfuric acid to anions which are con-
jugate bases of weaker acids should thus be seen primarily as
formation route for the effectively nucleating [17] ion HSO�4 , rather
than as direct sources of extremely stable clusters.

In atmospheric conditions, the ions investigated in this study
are not likely to be found in their free form, but in hydrated clus-
ters together with one or more water molecules. Similarly, also sul-
furic acid molecules are expected to be hydrated by one or two
water molecules in most conditions [30]. The energetics for sulfu-
ric acid–ion cluster formation will therefore be affected by the
presence of water molecules in the clusters, and will in general de-
pend on the relative humidity. Modeling the hydration of clusters
is a computationally demanding task, as discussed e.g. by Kurtén
et al. [32]. If the full effects of hydration were to be included, the
ion clusters in Table 1 would have to be treated at a significantly
lower level of theory. Since the sulfuric acid–ion binding energies
are much higher than the acid–water binding energies, and (at
least for the anionic clusters) also higher than typical ion–water
binding energies, it is very unlikely that hydration would change
the qualitative patterns described here. For example, the difference
of 60 kcal/mol between the binding energies of sulfuric acid to OH�

and H3O+ is certainly much larger than any possible effect of hydra-
tion on the binding energetics. In their study on HSO�4 –H2SO4–H2O
and H3O+–H2SO4–H2O clusters, Nadykto et al. [17] found that the
cationic clusters are more strongly hydrated than the anionic clus-
ters. Especially the HSO�4 �H2SO4 cluster was predicted to remain
unhydrated in atmospheric conditions, which may seem surprising
given that both free HSO�4 and free H2SO4 are strongly hydrated
[30]. However, the observation is likely explained simply by the
extremely strong binding between HSO�4 and H2SO4: the binding
of water is unfavourable simply because it disrupts the acid–ion
bonding pattern. Due to this difference in the water affinities,
hydration was found [17] to slightly decrease the differences in
the binding of sulfuric acid to the clusters, but this did not change
the qualitative conclusion that sulfuric acid prefers anions. The
same is very likely to apply also to the clusters studied here.

Though the basis set used is rather large, we have also computed
the basis-set superposition error for the clusters of sulfuric acid
with monatomic ions using the counterpoise (CP) method [33]. This
was done to check if there is a systematic difference in the basis-set
superposition between anionic and cationic clusters related to, for
example, the greater diffuseness of anionic orbitals [34]. (For the
cluster containing the fluoride ion, the H2SO4�F� transition state
was used in the calculation instead of the HSO�4 �HF minimum
geometry to keep the results comparable, and to avoid problems
in defining the fragments for the CP calculation.) The results, pre-
sented in Table 2, indicate that while the BSSE values are rather
high even for this large basis set, and the anions have somewhat
larger absolute BSSE values than the cations, there is no systematic
trend in the relative values – the largest and smallest BSSE as a per-
centage of the total binding energies occur for the cationic clusters,
with the anionic clusters lying in between. Also, all the absolute
BSSE values fall within 4 kcal/mol of each other; an order of magni-
tude less than the differences in binding energies. It should be noted

that for large basis sets including diffuse functions, the counter-
poise correction may somewhat exaggerate the real basis-set error
for MP2 calculations [30,35]. In any case, it is clear that the inclu-
sion of BSSE corrections does not change the qualitative ordering
of the cluster stabilities and the central conclusions of this study.

Table 3 lists the computed binding energies and Gibbs free
energies of complexation for clusters of sulfuric acid with the neu-
tral and cationic forms of ammonia/ammonium and dimethyl-
amine/dimethylammonium, and the neutral and anionic (i.e.
deprotonated) forms of limonic acid and limononic acid. The corre-
sponding cluster structures are shown in Fig. 2. The data in Table 3
follow the same general pattern as that in Table 1: sulfuric acid is
bound much more strongly to anions than to cations. For the spe-
cific cations and anions presented here, the acid–cation binding
energies are close to the corresponding acid–neutral molecule
binding energies, while the acid–anion binding energies are over
twice as large. For the strong base/weak acid pair dimethyl-
amine/dimethylammonium, the binding energy of the neutral
complex is actually larger than that of the cationic complex. Again,
the chemical sign effect related to structural issues and acid–base
affinities is evidently stronger, and much more important, than the
electrostatic effect related to the charge–dipole interaction.

Table 2
Basis-set superposition errors (BSSE) for selected clusters, computed using the
Counterpoise method, at the MP2(full)/6-311++G(3df,3pd) level.

Cluster BSSE energy (kcal/mol)

H2SO4�Li+ 1.8
H2SO4�Na+ 2.6
H2SO4�F�a 5.7
H2SO4�Cl� 4.1

a Computed for the H2SO4�F� transition state, not the HSO�4 �HF minimum.

Table 3
Electronic energies and standard Gibbs free energies (at 298 K and 1 atm reference
pressure) for dimer-forming reactions involving sulfuric acid and various chemically
complicated molecules or ions, at the RI-MP2(frozen-core)/aug-cc-pV(T+d)Z//BLYP/
DZP level. (Values in brackets computed at the MP2(full)/6-311++G(3df,3pd) level.)

Reaction DEelec (kcal/mol) DG (kcal/mol)

Neutrals
H2SO4 + NH3) H2SO4�NH3 �16.49 (�17.6) �4.91 (�7.9)
H2SO4 + (CH3)2NH) H2SO4�(CH3)2NH �23.85 �7.28
H2SO4 + C9O4H14) H2SO4�C9O4H14

a �20.00 �6.54
H2SO4 + C10O3H16) H2SO4�C10O3H16

b �21.93 �7.97

Anions
H2SO4 + C9O4H�13 ) H2SO4�C9O4H�13

a �45.31 �28.00
H2SO4 + C10O3H�15 ) H2SO4�C10O3H�15

b �56.20 �48.23

Cations
H2SO4 + NHþ4 ) H2SO4�NHþ4 �20.26 (�22.7) �9.93 (�14.7)
H2SO4 + (CH3)2NHþ2 ) H2SO4�(CH3)2NHþ2 �18.50 �7.07

a Neutral or deprotonated form of limonic acid.
b Neutral or deprotonated form of limononic acid.

Fig. 2. The minimum-energy structures (at the RI-MP2(frozen-core)/aug-
ccpV(T+d)Z//BLYP/DZP level) of dimer clusters containing H2SO4 together with
various chemically complex ions: (a) H2SO4�NHþ4 , (b) H2SO4�(CH3)2NHþ2 , (c)
H2SO4�C9O4H�13 (limonic acid), (d) H2SO4�C10O3H�15 (limononic acid). Ion–molecule
interactions are indicated by dashed lines, with distances given in Ångström. Color
coding: yellow = sulfur, red = oxygen, white = hydrogen, blue = nitrogen and
green = carbon. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this paper.)
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The acid-ammonium and acid-ammonia binding predicted at
the RI-MP2/aug-cc-pV(T+d)Z//BLYP/DZP level is somewhat weaker
than at the MP2(full)/6-311++G(3df,3pd) level, especially with re-
spect to the complexation free energies. This is probably partially
due to the larger anharmonicity of MP2 vibrational frequencies
compared to DFT ones. The difference between the methods is, in
any case, small compared to the anion–cation differences.

The dimer containing the ion formed from limononic acid is sig-
nificantly more strongly bound than that containing the ion
formed from limonic acid, despite the fact that the latter contains
more strongly polar functional groups that could be expected to
participate in the bonding. The reason for this anomaly is probably
that the limonic acid monomer (in both its neutral and deproto-
nated forms) is able to form strong internal hydrogen bonds, lead-
ing to relatively weaker complexation energies.

The binding energies of sulfuric acid to Cl� and the two organic
anions presented here are all in the range 45–55 kcal/mol, which is
roughly similar to the 50 kcal/mol binding energy of H2SO4�HSO�4
[25]. This is probably representative of the typical range of sulfuric
acid–anion binding energies in the atmosphere.

4. Conclusions

Based on chemical considerations, and supported by quantum
chemical results, sulfuric acid is shown to bind much more strongly
to anions than to cations of varying chemical complexity. This is
likely to be the reason behind the sign effect observed in atmo-
spheric nucleation events. The effect of ion sign is shown to be
much more important than the overall effect of charge. For strongly
basic molecules such as amines, the neutral molecule–sulfuric acid
binding energies may actually be larger than the corresponding
cation–sulfuric acid binding energies. Sulfuric acid–anion binding
energies are predicted to lie in the 45–55 kcal/mol range for a vari-
ety of different types of anions that might be found in the atmo-
sphere. Our analysis demonstrates that sign preference, at least in
the specific case of sulfuric acid nucleation, can be predicted qual-
itatively based on general chemical considerations, though quan-
tum chemical calculations are needed to obtain quantitative values.

Acknowledgements

We acknowledge the Scientific Computing Center (CSC) in
Espoo, Finland for computing time and the Academy of Finland
for financial support. We thank Dr. Martin B. Enghoff for helpful
discussions and for asking questions that provided the impetus
for this work.

Appendix A. Supplementary data

Supplementary data associated with this article can be found, in
the online version, at doi:10.1016/j.theochem.2009.01.024.

References

[1] M. Kulmala, H. Vehkamäki, T. Petäjä, M. Dal Maso, A. Lauri, V.-M. Kerminen, W.
Birmili, P.H. McMurry, J. Aerosol Sci. 35 (2004) 143.

[2] M. Kulmala, I. Riipinen, M. Sipilä, H.E. Manninen, T. Petäjä, H. Junninen, M.
Dal Maso, G. Mordas, A. Mirme, M. Vana, A. Hirsikko, L. Laakso, R.M.
Harrison, I. Hanson, C. Leung, K.E.J. Lehtinen, V.M. Kerminen, Science 318
(2007) 89.

[3] S.H. Lee, J.M. Reeves, J.C. Wilson, D.E. Hunton, A.A. Viggiano, T.M. Miller, J.O.
Ballenthin, L.R. Lait, Science 301 (2003) 1886.

[4] L. Laakso, T. Grönholm, L. Kulmala, S. Haapanala, A. Hirsikko, E.R. Lovejoy, J.
Kazil, T. Kurtén, M. Boy, E.D. Nilsson, A. Sogachev, I. Riipinen, F. Stratmann, M.
Kulmala, Boreal Env. Res. 12 (2007) 279.

[5] K.D. Froyd, E.R. Lovejoy, J. Phys. Chem. A 107 (2003) 9800.
[6] K.D. Froyd, E.R. Lovejoy, J. Phys. Chem. A 107 (2003) 9812.
[7] L. Laakso, T. Anttila, K.E.J. Lehtinen, P.P. Aalto, M. Kulmala, U. Horrak, J. Paatero,

M. Hanke, F. Arnold, Atmos. Chem. Phys. 4 (2004) 2353.
[8] L. Laakso, S. Gagne, T. Petäjä, A. Hirsikko, P.P. Aalto, M. Kulmala, V.-M.

Kerminen, Atmos. Chem. Phys. 7 (2007) 1333.
[9] K. Iida, M. Stolzenburg, P. McMurry, M.J. Dunn, J.N. Smith, F. Eisele, P. Keady, J.

Geophys. Res. Atmos. 111 (2006) 23201.
[10] S. Wilhelm, S. Eichkorn, D. Wiedner, L. Pirjola, F. Arnold, Atmos. Environ. 38

(2004) 1735.
[11] K.J. Oh, G.T. Gao, X.C. Cheng, Phys. Rev. Lett. 86 (2001) 5080.
[12] V.B. Warshavsky, X.C. Zeng, Phys. Rev. Lett. 89 (2002) 246104.
[13] S . Kathmann, G. Schenter, B. Garrett, Phys. Rev. Lett. 94 (2007) 116104.
[14] A.B. Nadykto, A. al Natsheh, F. Yu, K.V. Mikkelsen, J. Ruuskanen, Phys. Rev. Lett.

96 (2006) 125701.
[15] C.C. Chen, H.C. Cheng, J. Chem. Phys. 126 (2007) 034701.
[16] S . Kathmann, G. Schenter, B. Garrett, J. Phys. Chem. C 111 (2007) 4977.
[17] A.B. Nadykto, F. Yu, J. Herb, Phys. Chem. Chem Phys. 10 (2008) 7073.
[18] R.W. Gora, S. Roszak, J. Leszczynskia, Chem. Phys. Lett. 325 (2000) 7.
[19] E. Brodskaya, A.P. Lyubartsev, A. Laaksonen, J. Phys. Chem. B. 106 (2002)

6479.
[20] J.M. Mäkelä, S. Yli-Koivisto, V. Hiltunen, W. Seidl, E. Swietlicki, K. Teinilä, M.

Sillanpää, I.K. Koponen, J. Paatero, K. Rosman, K. Hämeri, Tellus 53B (2001)
380.

[21] E. Vartiainen, M. Kulmala, T.M. Ruuskanen, R. Taipale, J. Rinne, H. Vehkamäki,
Atmos. Env. 40 (2006) 7882.

[22] C. Møller, M.S. Plesset, Phys. Rev. 46 (1934) 618.
[23] M.J. Frisch, J.A. Pople, J.S. Binkley, J. Chem. Phys. 80 (1984) 3265.
[24] M.J. Frisch, G.W. Trucks, H.B. Schlegel, G.E. Scuseria, M.A. Robb, J.R. Cheeseman,

J.A. Montgomery Jr., T. Vreven, K.N. Kudin, J.C. Burant, J.M. Millam, S.S. Iyengar,
J. Tomasi, V. Barone, B. Mennucci, M. Cossi, G. Scalmani, N. Rega, G.A.
Petersson, H. Nakatsuji, M. Hada, M. Ehara, K. Toyota, R. Fukuda, J. Hasegawa,
M. Ishida, T. Nakajima, Y. Honda, O. Kitao, H. Nakai, M. Klene, X. Li, J.E. Knox,
H.P. Hratchian, J.B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts, R.E.
Stratmann, O. Yazyev, A.J. Austin, R. Cammi, C. Pomelli, J.W. Ochterski, P.Y.
Ayala, K. Morokuma, G.A. Voth, P. Salvador, J.J. Dannenberg, V.G. Zakrzewski, S.
Dapprich, A.D. Daniels, M.C. Strain, O. Farkas, D.K. Malick, A.D. Rabuck, K.
Raghavachari, J.B. Foresman, J.V. Ortiz, Q. Cui, A.G. Baboul, S. Clifford, J.
Cioslowski, B.B. Stefanov, G. Liu, A. Liashenko, P. Piskorz, I. Komaromi, R.L.
Martin, D.J. Fox, T. Keith, M.A. Al-Laham, C.Y. Peng, A. Nanayakkara, M.
Challacombe,. P.M.W. Gill, B. Johnson, W. Chen, M.W. Wong, C. Gonzalez, J.A.
Pople, Gaussian 03, Revision C.02, Gaussian, Inc., Wallingford CT, 2004.

[25] I.K. Ortega, T. Kurtén, H. Vehkamäki, M. Kulmala, Atmos. Chem. Phys. 8 (2008)
2859.

[26] Wavefunction, Inc: Spartan ’06 Windows, Wave function, Inc. Irvine, CA, USA,
http://wavefun.com, 2006.

[27] J.M. Soler, E. Artacho, J.D. Gale, A. Garcia, J. Junquera, P. Ordejon, D. Sanchez-
Portal, J. Phys Condens. Matt. 14 (2002) 2745.

[28] R. Ahlrichs, M. Bär, J. Häser, H. Horn, C. Kölmel, Chem. Phys. Lett. 162 (1989)
165.

[29] S. Portmann, MOLEKEL, Version 4.3.win32. Swiss Center for Scientific
Computing (CSCS)/ETHZ, Switzerland, 2002.

[30] T. Kurtén, M. Noppel, H. Vehkamäki, M. Salonen, M. Kulmala, Boreal Env. Res.
12 (2007) 431.

[31] [a] NIST Standard Reference Database Number 69, June 2005 Release and NIST
Chemistry Webbook, Available from: <http://webbook.nist.gov/chemistry/>.;
[b] X.B. Wang, J.B. Nicholas, L.S. Wang, J. Phys. Chem. A 104 (2000) 504;
[c] C. Blondel, C. Delsart, F. Goldfarb, J. Phys. B Atomic Mol. Optical Phys. 34
(2001) L281.

[32] T. Kurtén, L. Torpo, M.R. Sundberg, V.-M. Kerminen, H. Vehkamäki, M. Kulmala,
Atmos. Chem. Phys. 7 (2007) 2765.

[33] S.F. Boys, F. Bernardi, Mol. Phys. 19 (1970) 553.
[34] J. Simons, J. Phys. Chem. A 112 (2008) 6401.
[35] A.D. Feller, J. Chem. Phys. 96 (1992) 6104.

T. Kurtén et al. / Journal of Molecular Structure: THEOCHEM 901 (2009) 169–173 173


