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We have determined the surface tension of small Lennard-Jones clusters using molecular dynamics
and Monte Carlo simulation methods as well as density functional theory calculations. For the two
simulation methods the surface tension is calculated via a rigorous thermodynamic route using
simulation data as input. The capillary approximation of the classical nucleation theory, where the
surface tension of a planar surface is used for cluster surface, is found to be quite reasonable even
when the cluster size is as small as 100–150 atoms. For smaller cluster sizes the cluster surface
tension is considerably lower than the planar value. We have also obtained an approximative value
for the Tolman length by extrapolating to the planar limit the difference between the equimolar
radius and the radius of the surface of tension. A negative Tolman length is suggested by all the
methods used. © 2010 American Institute of Physics. #doi:10.1063/1.3456184$

I. INTRODUCTION

Nucleation processes, such as the formation of a liquid
cluster from a supersaturated vapor, are highly relevant in
many areas of physics. For example, nucleation plays an im-
portant role in atmospheric new particle formation.1 If a mo-
lecular cluster that is formed in a supersaturated vapor is to
grow to macroscopic sizes, it must first overcome a potential
barrier which exists due to the energy cost of creating an
interface between the liquid and vapor phases. The cluster on
top of this barrier is known as the critical cluster, and its size
and formation free energy as well as the rate of appearance
of these clusters !nucleation rate" are among the key quanti-
ties of nucleation research. Unfortunately the predictions of
the usual theoretical description of nucleation, the classical
nucleation theory !CNT", are often found to be unsatisfac-
tory. For example, the experimental nucleation rates usually
differ from the theoretical prediction by several orders of
magnitude.2

In CNT several simplifying assumptions are made. One
of these assumptions is the capillary approximation: the sur-
face tension of the small cluster is assumed to be that of a
macroscopic planar interface. The planar surface tension !"

is used to calculate such quantities as the size of the critical
cluster,
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and its formation free energy,
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Here $l is the bulk liquid density and %& is the chemical
potential difference between the supersaturated and saturated
vapors. The capillary approximation can be reasonable for
large clusters, but a cluster consisting of few tens or hun-

dreds of particles has a highly curved surface with properties
that may be quite different from the properties of a planar
surface. The capillary approximation can be among the rea-
sons behind the discrepancy between theory and experiment.

Expressions for the surface tension and radius of a clus-
ter that is in equilibrium with a surrounding supersaturated
vapor can be obtained following the thermodynamic argu-
ments first presented by Gibbs.3 The treatment results in ther-
modynamic expressions that do not depend on assumptions
of the cluster possessing bulk properties.3–5 However, these
expressions do depend on the choice of the dividing surface
between the liquid and vapor phases. The common choice of
dividing surface is the surface of tension, a choice that has to
be made for the Laplace equation to be valid. The surface
tension with respect to the surface of tension is given by3,4

!s = %3W!!%p"2
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where W! is the formation free energy of a critical cluster
and %p is the pressure difference between the bulk liquid and
vapor phases in chemical equilibrium. The radius of the sur-
face of tension is

Rs = ' 3W!

2#%p
(1/3

. !4"

In CNT it is further assumed that the surface of tension co-
incides with the equimolar surface, the radius of which is
given by

Re = ' 3N!

4#%$
(1/3

, !5"

where N! is the size of a critical cluster and %$ is the density
difference between bulk liquid and vapor phases in chemical
equilibrium.a"Electronic mail: jan.julin@helsinki.fi.
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If the cluster size is very large the dependence of surface
tension on cluster size can be expressed using Tolman’s
equation,6

!s

!"

=
Rs

Rs + 2'"

, !6"

where '" is the Tolman length, defined as the difference
between the radius of the equimolar surface and the radius of
the surface of tension at the planar limit. Equation !6" be-
comes valid at cluster sizes larger than 106 atoms,4 and is
thus inapplicable to the relatively small nucleating clusters.
However, the Tolman length is important as a first correction
to the surface tension, and its sign sheds light on the behav-
ior of surface tension as a function of cluster size.

Determining the surface tension of the nanometer-scale
nucleating clusters experimentally is impossible, but various
computational and theoretical methods can be employed to
gain insight on the cluster surface tension. Such methods
include molecular dynamics !MD" simulations,7–9 Monte
Carlo !MC" simulations,10,11 and density functional theory
!DFT" calculations.4,12–14 There are several ways to obtain
cluster surface tension from simulations, for example, one
can use the mechanical description of surface tension calcu-
lated with the aid of the pressure tensor. However, the me-
chanical surface tension does not equal the thermodynamic
surface tension, the location of the surface of tension in these
two descriptions differs, and the mechanical route may even
lead to unphysical results.10 Alternatively, certain approxima-
tive thermodynamic routes exist, but they are only exact in
the limit of large clusters.7,15

In this work we utilize the rigorous thermodynamic ex-
pression, Eq. !3", using MD and MC simulation results on
critical sizes and formation free energies of Lennard-Jones
clusters from our earlier work16 as input. The bulk pressures
and densities for the two phases are obtained by MD simu-
lations. The cluster sizes studied are in the 20–300 size range
for MD and 20–500 for MC. The resulting MD and MC
surface tensions are compared with DFT results.

This paper is organized as follows. Simulation details are
described in Sec. II. In Sec. III, results on surface tension and
the dividing surface radii, as well as predictions on Tolman
length, are presented and discussed. Conclusions are summa-
rized in Sec. IV.

II. METHODS

The cluster formation free energies and critical sizes
were simulated in our earlier work,16 where a more detailed
description of the simulation methods can be found. The
work included MD and MC simulations along with DFT
calculations of Lennard-Jones argon with the potential cut
and shifted at 5(, where ( is the Lennard-Jones length pa-
rameter. All simulations were performed at a reduced tem-
perature of T=0.662, which should be close to the triple
point of the potential model.16 In this section the key simu-
lation details are summarized.

A. MD simulations

The formation free energy of the critical cluster is a
quantity that can be relatively easily obtained from both MC
and DFT for a wide range of cluster sizes. Formation free
energies can also be obtained as a simulation result from MD
when using the direct nucleation simulation method,9,17 in
which a supersaturated vapor is simulated until a nucleation
event is observed. However, computational limitations re-
strict achievable critical cluster sizes in direct simulations
usually to few tens of atoms. This is due to the fact that the
lower the supersaturation, the longer on average the simula-
tion must be run until nucleation onset occurs. To study
larger critical clusters with MD, the alternative approach of
the so-called indirect nucleation simulations is sometimes
employed.9,18 In the indirect method, a pre-existing cluster in
equilibrium with surrounding vapor is simulated and simula-
tion results include the critical size and vapor properties.
However, formation free energy is not obtained from the
simulations as the cluster exists already at the beginning of
the simulation.

In Ref. 16 we performed both direct and indirect MD
simulations, and using the nucleation theorem,

#W!

#%&
= − N!, !7"

we calculated formation free energies also for the clusters in
the indirect simulations. With ten different cluster sizes ob-
tained from indirect simulations and one size from direct
simulations, the critical sizes were plotted as a function of
!%&"−3. As in CNT #Eq. !1"$, the resulting dependence was
linear, although with a slope different from the CNT predic-
tion, and the direct simulation point was located on the same
line as the indirect simulation points. Using a linear fit made
to the N!!%&−3" plot, we then integrated the nucleation theo-
rem, Eq. !7", with the direct simulation formation free energy
acting as a reference point. The resulting formation free en-
ergies are used in the calculations of the present work.

In addition to the formation free energies, we need the
pressure difference of the bulk phases to calculate the surface
tension using Eq. !3". To calculate the pressure-density cor-
relations for the two phases, we performed MD simulations
of bulk liquid and vapor at various densities. For the meta-
stable vapor we used the method of Linhart et al.,19 and we
used the pressure-density correlation simulated by us in Ref.
16. The simulations were performed at several densities up to
$v!=0.025 and the system consisted of 1000 atoms. Obtaining
the liquid pressure-density correlation is even more straight-
forward, as the liquid is not deeply in a metastable state. We
simulated a system of 1728 atoms at several liquid densities
ranging from $l=0.84 to $l=0.93. For both vapor and liquid,
the simulated points were fitted to a sixth-order polynomial
function, resulting in an expression for p!$". The chemical
potential as a function of density was then obtained by inte-
gration using the Gibbs–Duhem equation. As the vapor den-
sity of the simulations is a known quantity, the vapor pres-
sure and the vapor chemical potential can then be calculated.
The fact that the two phases are in chemical equilibrium is
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used to find the corresponding liquid pressure: equating the
chemical potentials of the two phases reveals the liquid den-
sity, and consequently the liquid pressure.

For consistency, the pressure-density correlations ob-
tained with MD are used also to calculate the MC cluster
surface tensions.

In addition to these simulations, MD simulations of a
planar liquid-vapor interface were performed in Ref. 16 to
determine the equilibrium vapor density, the bulk liquid den-
sity, and the surface tension of a planar interface.

B. MC simulations

The MC method used in Ref. 16 is the growth-decay
method of Merikanto et al. which is described in detail in
Refs. 20 and 21. The simulated system consisted of a single
cluster, which was defined according to the Stillinger
criterion.22 No new MC simulations were performed for the
present work, but unlike Ref. 16 where the MC formation
free energies and critical sizes were presented only for the
supersaturations corresponding the MD simulated clusters,
we have now calculated these quantities for considerably
higher number of different supersaturations from the existing
MC data. This kind of calculation is made possible by the
fact that the growth-decay MC formation free energy of a
cluster of size N can be written as23

WN,MC = − kBT )
N!=2

N

ln% ḠN!−1!T,S = 1"

D̄N!!T,S = 1"
&

− kBT!N − 1"ln S , !8"

where ḠN and D̄N are the grand canonical growth and decay
rates, respectively, and S is the saturation ratio. From Eq. !8"
it is clear that knowing the formation free energy in one
supersaturation allows the calculation of W in another super-
saturation. As long as the critical size of the new supersatu-
ration is among the sizes one has the data for, it can be
recognized from the maximum value of W.

The results of Ref. 16 showed that the critical sizes from
MD and DFT agreed well, but the MC critical sizes were
smaller than the others. The same was true for formation free
energies, although the MD and DFT formation free energies
did not agree quite as well as the critical sizes did. However,
the MC values for the equilibrium vapor density and planar
surface tension, which were calculated with the aid of the
MD bulk liquid density, were in very good agreement with
MD. The planar surface tension obtained from MD was
!"=1.107 !given in the reduced Lennard-Jones units" and
the MC value was !"=1.115.

C. DFT calculations

The DFT approach used in the present work is the so-
called perturbative DFT.24 To allow a meaningful compari-
son between DFT and simulation, the Lennard–Jones param-
eters and the hard-sphere diameter were fitted to reproduce
the MD bulk equilibrium values !equilibrium vapor pressure,
bulk liquid density, planar surface tension" that were ob-
tained from the planar interface simulations.16,25 In our pre-

vious study the DFT calculations were performed only for
the vapor conditions of the MD simulations. In this study the
DFT calculations were extended to conditions corresponding
to cluster sizes of the order of 106 atoms, which is consider-
ably larger than the cluster sizes of the simulations.

III. RESULTS AND DISCUSSION

The cluster surface tensions obtained with Eq. !3" are
plotted as a function of the cluster size in Fig. 1. The cluster
surface tensions are divided by the surface tension of the
planar interface !". When plotting the MD and MC points,
we have used their respective values for planar surface ten-
sion from Ref. 16. The DFT points use the MD value of !"

as the DFT parameters were fitted to reproduce the MD bulk
properties. The circles denote the cluster sizes of the MD
simulations, with the smallest size corresponding to the di-
rect simulations and the rest to the indirect ones. The small-
est MC cluster for which the surface tension is plotted con-
tains 15 atoms. While MC formation free energies were
available even for dimers, smaller critical sizes than 15
would have corresponded to supersaturations so high that our
simulated pressure-density correlation would have been no
longer valid. The uncertainties for MD and MC are caused
by the uncertainty in the planar surface tension and the un-
certainty in the formation free energies.

Figure 1 suggests that the capillary approximation is
quite reasonable even when the cluster has as few as
100–150 atoms. While there is some disagreement between
the different methods, all of them are within 5% of the planar
value already when the cluster size exceeds 150 atoms. For
all the methods the cluster surface tension for clusters
smaller than 100 atoms is smaller than the planar value; this
is the size range of the critical clusters found in the condi-
tions of typical nucleation experiments.

The considerable difference between the MD and MC
cluster surface tensions as seen in Fig. 1 cannot be explained
by the difference in the value used for the planar surface
tension !", as the MD and MC values for planar surface
tension are so close to each other. The MD and MC surface
tensions are calculated according to Eq. !3" and the same
pressure-density correlation is used for both of them, so the
main reason behind the difference between MD and MC sur-
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FIG. 1. Cluster surface tension divided by surface tension of a planar inter-
face plotted as a function of cluster size. The circles denote the sizes ob-
served in the MD simulations.
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face tensions is the difference in the formation free energies
between the two methods. Since also the MD and MC criti-
cal sizes were different in the same vapor conditions,16 the
difference between the cluster surface tensions in Fig. 1 is
also necessarily affected by the fact that they are plotted as a
function of critical size. However, this difference in critical
size has only a very minor effect on the surface tension dif-
ference seen in Fig. 1. The MD and DFT cluster surface
tensions do not exhibit the relatively good agreement that
was seen between the critical sizes and formation free ener-
gies from these two methods.

The DFT cluster surface tensions actually exceed the
planar value for clusters larger than about 150 atoms. This
kind of behavior has been found also in earlier DFT
studies,4,14 and at larger sizes these studies found the cluster
surface tension approaching the planar value again. This is
true also for the present DFT results, as is seen in Fig. 2
where the surface tension is plotted for a wider range of
cluster sizes.

In Fig. 3 the difference between the equimolar radius
and the radius of the surface of tension is plotted as a func-
tion of %&, the chemical potential difference between super-
saturated and saturated vapors. Reduced Lennard-Jones units

are used in the figure. The circles represent again the points
corresponding to the supersaturations of the MD simulations,
and the point corresponding to the direct simulations is now
the one with largest %&. To give a general idea how %&
relates to the critical size, some example sizes are shown in
the Fig. 3. It should be noted that these are approximate
values, and the critical size corresponding to a given value of
%& differs between the methods.

When %&)1 the different methods exhibit qualitatively
similar behavior: linear scaling with %&. In particular, all of
the methods would seem to predict a negative Tolman length
!which is the value of Re−Rs at the limit %&=0". Although
in Fig. 3 only the DFT results span to cluster sizes where the
difference Re−Rs takes negative values, there seems to be no
reason to expect deviation from the linear trend seen for the
larger MD and MC clusters as %&→0. Extrapolation of this
linear dependence is plotted for MC and MD in Fig. 3
with dashed lines. The predicted Tolman lengths are
'"*−0.04*0.02 from MC, '"*−0.12*0.02 from MD,
and '"*−0.15 from DFT. The uncertainty in MD and MC is
estimated from uncertainties in the formation free energies
and critical sizes.

While the qualitative behavior of the different methods
in Fig. 3 is similar for lower supersaturations !low %&", there
exists a peculiar difference for high supersaturations. For
MC the linear slope seen for low supersaturations changes
noticeably at higher supersaturations. The change occurs
when the cluster size is approximately 30 atoms. For MD
and especially DFT there is not an equally noticeable change
and unlike MC, where the slope becomes smaller at higher
supersaturations, the MD and DFT slopes increase slightly as
%& grows.

The MC simulations do not take into account interac-
tions between the cluster and surrounding vapor, an assump-
tion that is valid at lower vapor densities where the vapor can
be considered to behave as an ideal gas. However, as the
simulated pressure-density correlation of the vapor phase
reveals,16 the vapor is quite nonideal at the larger values of
%& considered here. While the vapor is practically ideal
when %&)0.85, the vapor pressure is about 87% of the
ideal gas pressure when the MC and DFT plots intersect, and
only about 75% at densities corresponding to the largest %&
values in Fig. 3. The contributions to the critical cluster for-
mation free energy due to cluster-vapor interactions can be of
the order of few kBT,26 and this could possibly explain why
the MC slope behaves differently compared to the other
methods at large %& in Fig. 3.

A negative Tolman length is commonly predicted by
DFT,13,27,28 but determining the Tolman length from simula-
tions of a planar vapor-liquid interface has resulted in a small
but positive value.10,29,30 However, recently van Giessen and
Blokhuis28 found a negative Tolman length using MD cluster
simulations. The negative Tolman length was found by ex-
trapolating cluster simulation data to the planar limit, with
the aid of the Laplace equation written in terms of Re. The
values for %p and Re were obtained from cluster simulations.
Also, they determined the Tolman length from simulations of
a planar interface and found a positive value as usual. Inter-
estingly, the predicted negative MD and MC Tolman lengths
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FIG. 2. DFT surface tension for a larger cluster size range, showing that the
DFT values approach the planar value when cluster size becomes large. The
MD and MC points from Fig. 1 are also plotted. The error bars have been
omitted for clarity.
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of the present work are also determined as an extrapolation
from cluster data, although in a different manner than in Ref.
28. Furthermore, both extrapolations yield a MD Tolman
length that is closer to zero than the DFT one. The values of
the MD Tolman length of the present work !−0.12*0.02"
and Ref. 28 !−0.10*0.02" are also quite close to each other,
but as the temperature and potential cutoff are different this
may be purely coincidental. The reason behind the difference
in the sign of '" when using either planar interface simula-
tions or cluster simulations remains unclear. Some possible
causes are discussed in Ref. 28.

Since Tolman’s equation #Eq. !6"$ works for large cluster
sizes,4,6 a negative Tolman length implies that the surface
tension of a large cluster would be greater than the planar
surface tension. Negative MD and MC Tolman lengths
would thus mean that at some cluster size beyond the size
range studied here, also the MD and MC cluster surface ten-
sion should exceed the planar value and exhibit similar be-
havior as the DFT values in Fig. 2.

Very recently a negative Tolman length was also pre-
dicted from MD cluster simulations by Sampayo et al.,31

although with a reported uncertainty that does not exclude a
positive value.

When using the nucleation theorem in the fashion de-
scribed in Sec. II A to obtain the MD formation free energies
for larger critical clusters, it is assumed that the clusters in
the stable equilibrium of the indirect simulations do not dif-
fer from the critical clusters of the same size in “unstable
equilibrium” at the top of the potential barrier. This is a
common assumption, and one that is integral to the idea that
indirect simulations can be used to describe critical clusters.
However, we have recently reported results that show that
the properties of equilibrium clusters and critical clusters
may not always be the same.32 Reference 32 contains both
direct and indirect simulations at same vapor conditions and
reveals that the structure of the critical cluster is more frag-
mented than that of the equilibrium cluster of the indirect
simulation. However, the difference becomes smaller as tem-
perature decreases. As the temperature in this paper and in
Ref. 16 is close to the triple point, it is reasonable to expect
that the critical cluster does not have a very fragmented
structure and so the equilibrium cluster would be a reason-
able approximation of the critical cluster.

IV. CONCLUSIONS

We have studied the surface tension of Lennard-Jones
clusters using MD, MC, and DFT methods. The MD and MC
surface tensions were calculated using an expression that fol-
lows from a rigorous thermodynamic treatment of a cluster-
vapor system. The capillary approximation, where the sur-
face tension of clusters is assumed to be equal to that of a
planar interface, was found to be a relatively good assump-
tion for clusters larger than about 150 atoms, as the cluster
surface tensions for these clusters were within 5% of the
planar value. For clusters smaller than 100 atoms all methods
predict the cluster surface tension to be lower than the planar
surface tension. For these clusters the surface tension in-
creases rapidly with growing cluster size. For DFT it was

found that the cluster surface tension exceeded the planar
value at relatively small cluster sizes. This behavior is in
accordance with previously reported DFT results.

We also calculated the difference between the radius of
the equimolar surface and the radius of the surface of tension
for the clusters. As the Tolman length is defined as the dif-
ference of these radii at the planar limit, an estimate for it
can be found by extrapolating the cluster data. Such extrapo-
lation indicates a negative Tolman length for all the methods
considered. While commonly predicted by DFT,13,27,28 a
negative Tolman length is not found when simulating a pla-
nar liquid-vapor interface.10,29,30 However, extrapolation
from cluster data, with a different method than the one used
here, has also earlier pointed to a negative Tolman length.28

Why cluster simulations would indicate a different sign for
Tolman length than planar interface simulations is a question
that certainly merits further investigation.
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