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We have performed molecular dynamics simulations of Lennard-Jones argon clusters in equilibrium
with a surrounding vapor and combined them with simulations of nucleation events in
supersaturated vapor to investigate the dependence of critical cluster size on the vapor density in the
cluster size range of 20-300 atoms. The simulations are performed at reduced temperature
T'=0.662, which with the parameter values of Lennard-Jones argon corresponds to 80 K. We obtain
bulk equilibrium values by simulating a planar liquid-vapor interface. In the studied cluster size
range, we find a linear relation between critical size AN* and Au~>, where Ay is the chemical
potential difference between supersaturated vapor and saturated vapor, but the slope of the line is not
given by the Kelvin relation of classical nucleation theory. With this relation, along with the known
formation energy of the small critical cluster of the nucleation simulations, we proceed to calculate
the formation energies for larger critical sizes by integrating the nucleation theorem. We compare
the molecular dynamics results to results from Monte Carlo simulations and both perturbative
density functional theory and square gradient theory calculations. We find that the molecular
dynamics results are in excellent agreement with the density functional and square gradient values.
However, the Monte Carlo critical sizes and formation energies are somewhat lower than the

molecular dynamics ones. © 2008 American Institute of Physics. [DOL: 10.1063/1.3040245]

I. INTRODUCTION

One important example of nucleation phenomenon,
among other things due to its central role in atmospheric
particle formation,' is homogeneous nucleation in gas phase,
where small liquidlike clusters of molecules appear sponta-
neously in a metastable vapor. The formation of such clusters
is a kinetic process on molecular scale but it can be ap-
proached through thermodynamics. Thermodynamic descrip-
tion of gas-liquid nucleation® amounts to writing the forma-
tion free energy of the cluster as a sum of two competing
contributions: a negative volume energy representing the
energy gained from transfer from a state of higher energy
(supersaturated vapor) to a state of lower energy (liquid) and
a positive surface energy describing the energy needed to
form an interface between the liquid and vapor phases. The
cluster has equal probability of growing and shrinking where
the competing energy contributions balance. Finding the size
and the formation energy of this so-called critical cluster is
the main objective of theoretical nucleation research.

To bring the nonextensive part of the system (cluster)
within the realm of bulk thermodynamics, one replaces the
real cluster with a hypothetical droplet having the properties
of bulk liquid in chemical equilibrium with the surrounding
vapor. In classical nucleation theory (CNT) it is further as-
sumed that the droplet phase is incompressible with the den-
sity of equilibrium bulk liquid p; and the surface tension
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equals the surface tension of planar interface 1y, (capillary
approximation). The excess number of particles in the criti-
cal nucleus is then given by the Kelvin relation

321y

AN¢yr = ,
S 3pany

(1)

where Ap=pu,—pu, , is the chemical potential difference be-
tween the metastable supersaturated vapor and saturated va-
por, and the free energy of formation is

Wenr = %ANENTAM' (2)

Formulas (1) and (2) are the working equations in the clas-
sical theory of one-component nucleation.

The success of CNT has been somewhat mixed. While
CNT gives the correct qualitative picture of nucleation, the
quantitative predictions do not compare well with the
measurements.*> The nucleation rate (the number of critical
clusters appearing in a unit volume and time) calculated us-
ing W(yr often disagrees with the experimental values by
several orders of magnitude. The failure of CNT in this re-
spect has spurred a vast amount of research to find an alter-
native approach to nucleation. On the other hand, the size of
the critical droplet seems to be quite reliably given by ANyt
even for very small clusters. This rather surprising fact has
been deduced from experiments,6 where the size of critical
cluster can be obtained by nucleation theorem,z’3
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where J is nucleation rate. The right hand side of Eq. (4) is
obtained using the CNT expression for the kinetic prefactor
in the nucleation rate, but even without assuming any mac-
roscopic bulk properties for the critical cluster, the right hand
side of Eq. (4) is approximately AN™ with an accuracy of one
or two atoms.®™ Thus using Eq. (4) to obtain critical sizes
from experiments or simulations results in values that are
independent of theoretical models and cluster definitions.

Generally, correct critical sizes result in correct super-
saturation dependence for the nucleation rate and vice versa,
whereas correct critical formation energies result in a correct
temperature dependence for the nucleation rate. As CNT
manages to predict supersaturation dependence considerably
better than temperature dependence, the mixed success of
CNT mentioned above is understandable.

Besides the experimental evidence, the correctness of the
classical result of Eq. (1) is supported to some extent by
theoretical considerations and simulations. McGraw and
Laaksonen presented scaling relations for the critical
nucleus,9 basing their derivation on the nucleation theorem
(3). With a simplifying assumption (see Ref. 9 for details)
they proposed that

AN*=C(T)(Aw)™3 (5)

and, by the fact that CNT must be correct at the limit of
droplet of infinite radius, the function C(7) should be given
by Eq. (1). However, as Koga and Zeng showed,'® Eq. (5)
only represents one term (although the most important one)
in a series of powers of Au. Therefore, there is no a priori
reason for Eq. (5) to be universally valid. Nevertheless, both
density functional theory (DFT) calculations”'' and Monte
Carlo (MC) simulations'>"* indicate that the scaling of Eq.
(5) is satisfied at least for simple fluids and even the prefac-
tor C(T) is correctly given by the CNT expression (1). A
similar conclusion has been made for very small clusters in
recent molecular dynamics (MD) simulations." Fluids con-
sisting of long-chained molecules may show some deviation
from this rule.'™'

With the nucleation theorem (3), the scaling theory of
McGraw and Laaksonen leads to another important result,9
namely, that the formation energy W* and the corresponding
CNT value are related by

W - WZNTz_D(T)' (6)

MC simulations lend support to this result.'>!*

Both DFT and MC methods are subject to some simpli-
fications. DFT 1is usually applied at the mean-field level
which, for example, affects the temperature dependence of
surface tension;]7 possible mean-field effects to the scaling
of cluster properties are unknown. MC method is a fully
molecular-level approach with a proper treatment of interpar-
ticle correlations, but it lacks dynamics. Furthermore, here
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we use a MC method that disregards the interactions between
the vapor and the cluster. Differences in MC methodology
may also have an effect."® MD is in this sense superior to
DFT and MC, and it can thus be used to validate the DFT
and MC results.

So far, MD has not been used to investigate the scaling
relations with the cluster size ranging from tens of particles
to hundreds of particles. There are two main reasons for this:
first of all, to study the formation of critical clusters out of
the vapor phase, time-consuming simulations are needed and
even then the size of the critical cluster is less than about 30
molecules.'>'*?" Stable equilibrium of vapor and cluster can
be studied more easily,ﬂ’22 and the equilibrium properties
thus achieved (vapor density and cluster density distribution)
are equal to those in unstable equilibrium, if the volume of
the vapor phase surrounding the cluster is large enough23 and
corrections pertaining cluster fluctuations and translation are
neglected.24 This method, however, does not give informa-
tion on formation energy, which leaves the scaling law (6) in
doubt. Also, to compare the scaling relations with simulation
one must know the values for bulk properties of the fluid,
which should be obtained from simulations of a planar
liquid-vapor interface using exactly the same interaction po-
tential as in cluster simulations.

The purpose of this paper is to study cluster-vapor equi-
librium of a simple Lennard-Jones (LJ) system using MD
simulations and to study the possible deviations from these
MD properties that the simplifications of MC simulations
and DFT calculations might cause. First we find out the re-
lation between the cluster size and the density of the sur-
rounding vapor by MD methods and test the validity of the
particle number scaling law (5). With a linear scaling found,
we proceed to perform actual MD nucleation simulations to
obtain a reference point with a known formation energy and
then use the scaling with the nucleation theorem to calculate
formation energies of larger clusters. All the while, a consis-
tent comparison with MC simulations and DFT calculations
is made.

In Sec. I we describe our simulation methods for clus-
ters, nucleation, and bulk equilibrium, and also outline the
density functional method. The results are presented in
Sec. III. The possible sources of the differences between the
simulation methods are discussed, and conclusions are pre-
sented in Sec. IV.

Il. SIMULATION AND THEORETICAL METHODS

A. MD simulations of cluster-vapor equilibrium
and nucleation

The interaction potential in the simulations was a LIJ
potential, and the parameter values of argon (0=3.40 A and
€=0.24 kcal/mol) were used. The potential was cut and
shifted at 5o. All of our simulations were performed in a
cubic simulation box with periodic boundary conditions, and
the MD simulation time step was 6 fs. In the following,
the results are reported in reduced units with p’=po>,
P'=Po’/€, u'=ule and y' =yo?/e.

The starting configuration of the simulations of cluster-
vapor equilibrium was a cluster containing all the particles
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present in the system. As the simulation proceeded, some of
the atoms evaporated from the cluster to form a vapor phase,
which eventually was in equilibrium with the liquid cluster,
the size of which fluctuated around an equilibrium value.
When the system had reached equilibrium, we started to col-
lect data from the simulation. This was done after 0.75 ns
(125 000 time steps). Total simulation time for a single run
was 4.8 ns.

We performed cluster simulations for ten different sys-
tem sizes, ranging from 65 to 310 particles. Going for even
smaller system sizes becomes increasingly difficult, as hav-
ing a too large simulation box will result in the cluster
evaporating completely, yet a too small box would cause the
periodic images of the cluster to interfere with each other,
and the averaged density would not attain a constant value
close to the box boundary. For the sizes available, the start-
ing configuration was taken from the Cambridge cluster
database” (that is, for 310 particles and sizes smaller than
150 particles), and for the rest we created the starting cluster
ourselves. The number of atoms that make up the vapor
phase around the cluster is small, so some slight variation in
the value of the vapor density from different simulation runs
is inevitable. For this reason, 20 runs were performed for
each system size in order to obtain an average density pro-
file. The density profile was calculated by dividing the sys-
tem to spherical layers 0.1o thick. The equilibrium size was
obtained from the density profile by integration,

AN* = 477'1:>C drr*(p(r) = p,), (7)
0

where p, is the density of the homogeneous vapor. We also
calculated the cluster size according to the simple Stillinger
definition.”® The effect of cluster definition is discussed in
Sec. IV.

Every time step, the center of mass of the system was
moved to the center of the simulation box. As most of the
atoms in the system belong to the cluster, the center of mass
of the system is quite accurately also the center of mass of
the cluster. Therefore the kinetic energy due to the translation
of the cluster as a whole was nearly nonexistent. We took no
steps to prevent the cluster from rotating, but kept track of
the rotational energy of the cluster. The rotational energy was
fairly insignificant compared to the total kinetic energy of the
cluster, being less than 2% for even the smallest system and
even less than 0.5% for the largest.

We also performed gas-phase simulations of the super-
saturated vapor and the subsequent nucleation event (called
hereafter “direct nucleation simulations”). In these simula-
tions we ran the simulations first at a higher temperature to
achieve a random starting configuration, then quenched the
system to the supersaturated state. The simulation then con-
tinued until nucleation was observed and the cluster had
grown to a size of 200 particles, or if no nucleation has
occurred within 100 ns of simulation time, the simulation
was terminated.

Nucleation rate was determined from the direct nucle-
ation simulations by the mean first passage time (MFPT)
method introduced by Wedekind et al. ' The obtained nucle-
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TABLE I. Vapor densities (p,) and number of atoms (N,y,) of the systems
used in the direct nucleation simulations and the nucleation rates and the
Stillinger critical sizes obtained by the MFPT method.

p{; Ntolal J' AN*
0.0220 500 6.3x1078 322
0.0197 640 2.1x1078 33.7
0.0174 870 3.3x107 36.6
0.0151 1300 5.4x10710 33.7

ation rates along with other data related to the direct nucle-
ation simulations are collected in Table I. Using a different
method to obtain the nucleation rate, for example, the thresh-
old method of Yasuoka and Matsumoto,”’ may result in
somewhat lower nucleation rates.”® The MFPT method re-
quires sufficient statistics, so we performed 50 runs for each
of the four different systems of our direct nucleation simula-
tions (see Table I). The number of atoms in the system was
chosen so that the deviation in nucleation rate caused by
finite-size effects would be no more than 10%.%

The critical cluster size is obtained from the direct nucle-
ation simulations by using the nucleation theorem in the
form of Eq. (4). Plotting a nucleation rate isotherm, with the
nucleation rates and chemical potentials calculated for the
four different direct simulation systems, the critical size is
found from the slope of the In J(Aw) line. The resulting criti-
cal size is practically independent of the chosen cluster defi-
nition, as the nucleation rate obtained with the MFPT method
is quite insensitive to the cluster definition.*® A value for the
critical size can also be extracted directly from the MFPT fit
(see Table 1),'” but this naturally depends on the choice of
the cluster definition (here the Stillinger definition). It has
been previously shown that, compared to the critical size
obtained from the nucleation theorem, the Stillinger defini-
tion overestimates the size of the critical cluster.'>*® This is
also seen in the present work and discussed in Sec. IV.

The temperature of the simulated systems was kept con-
stant by coupling the systems to a Berendsen thermostat,”’ in
which the velocity of each particle is scaled by a factor that
depends on the current kinetic temperature. For direct nucle-
ation simulations it has been shown that the choice of the
thermostatting method is not a critical issue in obtaining the
nucleation rate.’>** For the cluster simulations the Berendsen
thermostat managed to keep the cluster well at the desired
temperature, but the vapor temperature could change from
one run to another and be below, above, or sometimes even
at the target temperature. However, we found no clear corre-
lation with the vapor temperature and density, so even
though after the 20 runs for each system size the vapor tem-
perature was on average slightly above the desired tempera-
ture, it is most likely not a significant error source.

All simulations were performed at temperature
T'=kyT/€=0.662 which corresponds to 80 K when the LJ
parameters of argon are used. This is approximately at the
triple point of the system, considering that the triple point of
LJ fluid with full potential is 7" =0.694.%
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FIG. 1. The simulated pressure-density correlation. The triangles denote the
points to which the sixth order polynomial (solid line) is fitted. The circles
denote the cluster simulations and the squares the direct nucleation simula-
tions. The dashed line is the ideal gas equation of state.

B. MD simulations of bulk equilibrium

A meaningful comparison of cluster simulations with
CNT requires a consistent set of bulk equilibrium values,
namely, chemical potential, liquid density, and surface ten-
sion. In view of the recent progress and findings concerning
simulations of surface tension and metastable vapor,34’35 to-
gether with the fact that the bulk values depend much on the
potential cutoff,36 we decided to simulate the bulk values for
the particular system under study instead of approximating
them from literature data.

The vapor in many of our cluster simulations is in a
highly supersaturated state. Large errors are then expected if
vapor pressure is calculated from ideal gas law. We therefore
simulated metastable vapor along the isotherm at 7'=0.662
at several densities up to p,=0.025 and measured the vapor
pressure from the pressure virial to build up a pressure-
density correlation. The method is akin to that by Linhart
et al.:>* starting from a configuration with the atoms located
at evenly spaced grid points in a periodic box, 1000 atoms at
vapor density were simulated for a fixed period of time or
until nucleation onset. The vapor was first allowed to equili-
brate for 100 ps and data were then collected up to 1 ns. At
high supersaturations the data collecting period was shorter
and several simulation runs were needed to find a case where
the nucleation did not start too soon. This simulation method
allows for a natural clusterization in the vapor and yields
more realistic pressure at high density region compared to
many published equations of state;™ however, we did not
extend our simulations to densities very close to spinodal
conditions because they were not needed in the present work.
The resulting pressure-density correlation was fitted to a
sixth order polynomial and chemical potential was obtained
by integration from Gibbs—Duhem equation.

Figure 1 shows the polynomial fit along with the simu-
lated points that it was fitted to. Also shown are the points
acquired from the cluster simulations, the vapor pressure be-
ing calculated using the Irving—Kirkwood definition of the
pressure tensor. We note that although there is no unique way
to calculate the pressure tensor for droplets,37 the different
definitions give consistent results for homogeneous bulk (in
this case the vapor surrounding the cluster). The four points
corresponding to the four direct nucleation simulation system
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TABLE II. Values for equilibrium vapor density, surface tension, and liquid
density from different simulation methods. The error given in the brackets
for the MD values is the standard deviation in units of the last digits.

’

P Ve P
MD 0.001 43(9) 1.107(8) 0.8524(1)
MC 0.001 43 1.115

sizes also appear in the figure, the pressure here obtained
from the period before the nucleation onset by calculating
the pressure virial. As can be seen, the vapor in both cluster
simulations and direct nucleation simulations obeys the same
pressure-density correlation well.

The equilibrium vapor density, liquid density, and sur-
face tension were obtained from simulations of planar liquid-
vapor interface. First, a liquid slab containing 3332 atoms
was placed at the center of a simulation box with dimensions
of 49X 49X 186.15 A3, the interface being perpendicular to
the z direction. The vapor phase was then allowed to form
and the system to equilibrate for 1 ns and after that data were
collected for 5 ns. Dividing the simulation box into 0.1o
thick slabs parallel to the interface we collected density and
pressure profiles. The surface tension is then

1 o
Yoo = Ef (py—Ppr)dz, (8)

where py and p; are the normal and transverse components
of the pressure tensor, respectively (with Kirkwood-Buff
definition of the pressure tensor). The results used here are
averages of ten simulation runs. The values are shown in
Table II along with corresponding values from MC simula-
tions. The agreement of these values is discussed in Sec. III.

C. MC simulations

We used single cluster MC simulations to calculate the
cluster free-energy characteristics, the equilibrium vapor
pressure, and bulk liquid surface tension for the same LIJ
interaction potential that was used in the MD simulations.
Previously, similar MC simulations have been used to study
nucleation in argon and water systems, and full simulation
details are presented elsewhere.'®® We defined the clusters
according to the Stillinger cluster definition, where we se-
lected the characteristic Stillinger radius to be r,=1.3907; our
previous studies with the full L] potential have shown that
for the selected value of r,, the free energy of the smallest
cluster is consistent with the known virial coefficients.” We
studied one cluster at a time with a fixed number of particles
in a canonical Metropolis simulation, and for each cluster
size the average grand canonical growth and decay rates, Gy
and Dy, respectively, were calculated. The interactions be-
tween the simulated cluster and the clusters in the surround-
ing vapor were omitted. It can be shown from statistical me-
chanics of noninteracting clusters that the cluster work of
formation with respect to bulk liquid with a chemical poten-
tial wu; can be obtained from
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N —
Gyr-1(m)
WN,MC: - kBTE ln &

- - NA/-LI s (9)
N'=2 Dy ()

where the subscript 1 describes the monomers,
Api=p;—pmi=Au, and the work of cluster formation Wy
corresponds to a cluster distribution of the form

Cy = C§ exp(- Wy/kgT), (10)

where C{ is the monomer number density in saturated vapor.
In CNT the corresponding expression for the cluster work of
formation is given by

Wyent=A Ny, - NAp, (11)

where A; is the spherical monomer surface area. The value
for A; was obtained from the bulk liquid density calculated
with MD simulation. In line with our previous studies,'**
we found that for clusters larger than a threshold size
N"=30 the difference Wy nc=Wyme—Wa_imc becomes
linear with respect to the change in cluster spherical surface
area, as expected from the CNT. We calculated the bulk lig-
uid surface tension 7., from the slope of the 6Wy yic line.
The saturated vapor density p;=p{+p5+--- was obtained by
locating the chemical potential for which Wy yc ap-
proached zero as N— . The obtained values for 7., and p;
both from MC and MD simulations are in a very good agree-
ment as shown in Table II. Therefore, our MC simulations
support the McGraw-Laaksonen scaling laws for clusters
larger than N™. The scaling constant D(7) was obtained
from

Nlhr

D(T) = A Yo — 2 [5WN,CNT - 5WN,MC]- (12)
N=2

In this study, we found D(T)=16.8k,T. This value is close to
values found in previous MC studies with a full LJ interac-
tion potentia1.14’40

D. Density functional methods

In DFT the grand potential of the system Q[p(r)] is ex-
pressed as a functional of the particle number density distri-
bution p(r). Here we consider two popular mean-field forms
of Q[p(r)]. In a perturbative approach to DFT (PDFT) the
grand-potential functional can be written as"!

00pte)]= [ aestpten + 3 [ [ avarr gt —e1)

Xp(r)p(r’) —Mf drp(r). (13)

Here the repulsive part of the LJ potential ¢“(jr—r’|) is
replaced with a hard-sphere potential and f;,(p) is the known
Helmbholtz free-energy density of the uniform hard-sphere
system with density p. An even simpler form of grand-
potential functional is obtained in the so-called square gradi-
ent theory (SGT),**
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FIG. 2. The MD, MC, PDFT, and SGT critical sizes as a function of (Au)™>.
The circles represent the MD simulations with the smallest critical size
corresponding to the direct nucleation simulations. The triangles denote the
MC, squares the PDFT, and stars the SGT critical sizes in corresponding
vapors. The solid line is the CNT line with the surface tension from the MD
planar interface simulations.

Qlp(r)]= f {fo(p(r))+%[Vp(r)]z—up(r)}dr, (14)

where f;(p) is the free-energy density of the uniform fluid. In
this work we assume fy(p) given by the Peng—Robinson
equation of state.** The influence parameter ¢ is related
to the direct correlation function® but treated here as a
constant.

Minimization of the grand potential 8Q[p(r)]/ Sp(r)=0
yields an Euler—Lagrange equation from which the equilib-
rium density distribution can be solved by numerical means.
By writing the equation in planar geometry a liquid-vapor
interface can be studied, whereas spherical geometry is suit-
able for droplets surrounded by a vapor phase. In PDFT the
free-energy functional for uniform fluid gives the equation of
state. All the properties needed in this work, for example,
vapor pressure, surface tension, and critical cluster size, are
obtained from DFT in a consistent manner.

Since the density functional methods described above
represent rather low-level approach to fluids compared to
MC and MD simulations where the interparticle correlations
are properly taken into account, a meaningful comparison to
simulation entails some adjustment of the parameters in
DFT. Applying the ideas of Ref. 46 in PDFT we fit the LJ
parameters (€ and o) and the hard-sphere diameter to obtain
the same equilibrium vapor pressure, bulk liquid density, and
surface tension as in planar MD simulations. In SGT the MD
equilibrium vapor pressure and liquid density are used to
obtain the two parameters of the Peng—Robinson equation of
state, and the influence parameter ¢ is adjusted so that the
MD value of surface tension is obtained.

lll. RESULTS
A. Cluster sizes

We now proceed to plot our resulting cluster sizes as a
function of Au~3. These plots are shown in Fig. 2, and we do
indeed get a linear relation also for the MD results as the
scaling relation (5) suggests. The ten largest MD points cor-
respond to the cluster simulations where the cluster size is
obtained from the density profile. The MD point in Fig. 2
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corresponding to the smallest cluster size (AN*=22) is ob-
tained from the direct nucleation simulations by using the
nucleation theorem. This turns out to be considerably smaller
than what one would get directly from the MFPT fit
using the Stillinger cluster definition, which indicates that
AN*=34.

Even though the MD results follow a linear scaling, the
slope of the line is not given by the Kelvin relation, Eq. (1).
This is clearly seen in Fig. 2 where the CNT line is plotted
with the values for surface tension and liquid density from
the planar interface simulations. Also, the linear fit to the
MD results does not pass exactly through the origin; how-
ever, a slight change in the equilibrium vapor density (one
comfortably within the uncertainty reported in Table II)
would be enough to make the line pass through the origin.

The critical sizes from the PDFT calculations agree re-
markably well with the MD results, as do the SGT values.
The MC critical sizes are of similar magnitude, but some-
what smaller than the MD ones for any given vapor. As the
vapor pressure (or density) is an external parameter in MC
simulations, we have used the same u(p) correlation for con-
sistent comparison of MD and MC simulations.

The MC simulations yield a value for equilibrium vapor
pressure that is in excellent agreement with the average value
from the MD simulations (see Table II). The values for the
surface tension do not agree quite as well, but the MC value
is still within the uncertainty limits of the MD value. As the
MC surface tension is determined with the aid of CNT,'** a
CNT line with the MC value for surface tension follows the
MC points of Fig. 2 and is thus omitted from the figure.

B. Formation energies

As we now have the critical cluster size as a function of
chemical potential from MD, we are able to calculate the
formation free energies W* by integrating the nucleation
theorem, Eq. (3). Instead of using the actual simulated
(Aw,AN™) points, which necessarily include some statistical
uncertainty, we use the linear fit shown in Fig. 2. The method
based on the nucleation theorem requires some reference
point with a known formation energy to obtain an absolute
value of W*. The obvious choice is then the point obtained
from the direct nucleation simulations, as unlike the cluster-
vapor simulations, the direct nucleation simulations provide
us the nucleation rate

J =K exp(— WkgT), (15)

from where W* can be readily solved. The prefactor K is
written in CNT as>*~*

K=BCZ, (16)

where Z is the Zeldovich nonequilibrium factor

Yo Ug
Z=\" 0, 17
kBTZ’iTV*Z (17)

where v, is the equilibrium molecular volume of bulk liquid
and r* is the radius of the critical cluster and B is the con-
densation coefficient given by
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FIG. 3. The formation energies as a function of (Au)~2. The lowest MD
formation energy is the reference value obtained from nucleation simula-
tions, with the rest of the circles corresponding to the vapors surrounding the
simulated clusters. The triangles denote the MC, squares the PDFT, and stars
the SGT critical sizes in corresponding vapors. Also plotted are the CNT
predictions with surface tensions from MD cluster simulations (solid line)
and MC simulations (dashed line).

6 ( 3 l/6< 1 1)1/2
=SP, A\ | — - —
k N kgT 47T> AN*m " m

X ((AN"v)"" +v,°)?, (18)

where S is the saturation ratio, P, , is equilibrium vapor pres-
sure, and m is the mass of the atom.

In Fig. 3 we have plotted the formation energies that
correspond to the vapors of Fig. 2. The agreement between
MD results and PDFT (as well as SGT) calculations, while
still quite good, is not as good as it is for the critical sizes.
However, this is not an indication that the PDFT and SGT
results would be incompatible with the nucleation theorem.
While the difference between the MD and DFT critical sizes
is small, the DFT clusters do not follow exactly the same
linear relation as the MD ones, a difference that is somewhat
magnified when calculating the formation energies. Even the
reference MD formation energy differs slightly from the
PDFT and SGT energies calculated at the same vapor. Fur-
thermore, the MD formation energies are affected by an un-
certainty in the reference value. This arises mainly from the
simulated nucleation rates and for a smaller part from the
kinetic prefactor in the expression of the nucleation rate.
However, this should at most account for a change of 1.5kT
in the formation energy.

MC simulations yield the formation energies directly as
a simulation result. The MC values are also plotted in Fig. 3.
The MD values are somewhat higher than the corresponding
MC values for the vapors considered here, although at the
vapor corresponding to the reference MD value, the MC and
MD energies are practically the same. In agreement with the
McGraw-Laaksonen scaling of Eq. (6), Fig. 3 shows that
there is a constant difference between the simulated MC for-
mation energies and the CNT prediction, as has been previ-
ously shown.'* For MD the difference is not constant, but
this is expected since for Eq. (6) to be valid would require
the MD critical size to be equal to the CNT one, which is not
the case.
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IV. DISCUSSION AND CONCLUSIONS

Despite the good agreement that we have between MD
and MC values for bulk equilibrium vapor density and sur-
face tension, there is a noticeable difference in the critical
cluster size and formation energy obtained from MD and MC
with the MC values being lower than the MD values for both
properties. Excluding the region of relatively dense vapors of
the direct nucleation simulations and the smaller systems of
the cluster simulations, at lower supersaturations the MC
critical sizes tend to be about 7% smaller (when comparing
to the linear fit of Fig. 2) and formation energies 8%—9%
smaller than the MD values. There are at least three conceiv-
able causes for the differences. First, the MC simulations
lack a vapor phase, and as such lack cluster-vapor interac-
tions, which is bound to cause some difference compared to
MD simulations. However, in LJ vapor-liquid nucleation
both McGraw-Laaksonen scaling laws have also found sup-
port from grand canonical MC simulations that include the
cluster-vapor interactions.'*"**° It is interesting to note that
simple arguments indicate a decrease in cluster size and for-
mation energy when cluster-vapor interactions are accounted
for,”>! which in our case increases the discrepancy between
MD and MC. Second, there are known differences in regard
to critical cluster size and formation energy between differ-
ent MC simulation methods. Instead of using growth/decay
method, discrete summation method would have resulted in a
somewhat larger critical cluster with higher formation energy
in a given vapor18 and thus increased the slope of the MC
line in Figs. 2 and 3. However, this does not prove that the
values from the discrete summation method would be in
agreement with the MD values. Finally, some differences
might be caused by the fact that cluster translation is pre-
vented in the cluster-vapor simulations while in MC one in-
tegrates also over the momentum coordinates. However, the
movement of the cluster in direct nucleation simulations is
unrestricted, and the point obtained from these simulations
still follows the same linear relation as the points from
cluster-vapor simulations in Fig. 2, which would imply that
the translational restriction for the cluster does not result in a
very noticeable effect. Considering these facts, the discrep-
ancies between MD and MC are still an open question.

Independent of simulation method, one important factor
affecting the cluster size is the cluster definition. If the vapor
phase around the cluster is present, as in MD simulations,
integration of the density profile [Eq. (7)] should constitute a
physically sound and thermodynamically consistent method
to determine the size of the cluster. Density profile unam-
biguously distinguishes the two equilibrium states needed for
thermodynamically meaningful use of nucleation theorem:
the homogeneous supersaturated vapor and the density fluc-
tuation above the vapor (cluster). An alternative method to
determine the cluster size is by the Stillinger definition: a
particle belongs to a cluster if it has at least one neighbor
within a preset distance. We used r;=1.50 for the Stillinger
radius in the MD simulations. Simply keeping track of the
Stillinger defined size of the largest cluster in the simulation
box throughout the simulation yields a value for the cluster
size. The Stillinger cluster sizes in cluster-vapor simulations

J. Chem. Phys. 129, 234506 (2008)

were only one to two atoms bigger than cluster sizes ob-
tained from the density profile. We performed some MD runs
with different values for the Stillinger radius, but, for ex-
ample, the effect a 0.10 change of r, had on the cluster size
was negligible.

In MC simulations the Stillinger radius was r,=1.390
(see Sec. IIC). We carried out additional simulations to
study the sensitivity of the results to changes in the applied
Stillinger radius. Compared to simulations with r;=1.39¢ the
critical cluster size increased only by approximately 1% with
ry=1.50, while the critical formation work was practically
unchanged. With r;=1.50 we obtained D(T)=17.6kzT and
v.=1.119. Altogether, the differences in the cluster defini-
tion are not able to explain the dissimilar critical cluster sizes
from MD and MC cluster simulations.

In contrast to the MD cluster-vapor simulations, in the
direct nucleation simulations the Stillinger cluster (that is,
the cluster with the size obtained directly with the MFPT
method) was considerably bigger (34 atoms) than the one
obtained with the nucleation theorem (22 atoms). This is not
necessarily an inconsistent result with the cluster-vapor
simulations because in our direct nucleation simulations the
critical cluster size is so small that it likely has a more dif-
fuse and fragmented structure than the approximately spheri-
cal and well-defined larger clusters. The outlying atoms in
the small cluster are easily included in the cluster by the
Stillinger criterion but contribute little to the density profile.
It is probable that this difference becomes more pronounced
as the cluster size decreases. In their recent MD simulations,
Wedekind e al.”® found that compared to the nucleation
theorem result, the Stillinger size was larger by a factor of
approximately 2 for clusters of 5-13 atoms, as determined
from the nucleation theorem. Further confidence in the com-
patibility of cluster sizes from nucleation theorem and from
the density profile is given by the fact that the point from
direct nucleation simulations lies on the same line as the
points from cluster-vapor simulations in Fig. 2, whereas the
Stillinger cluster would be high above the line. The diver-
gence of critical cluster size on approach to spinodal is ex-
pected in the mean-field DFT (Ref. 52) (although only oc-
curring when W*<kzT) but there is no evidence of such
behavior in MD simulations as W*— 0. Also, as the cluster
size in direct MD simulation conforms to the same linear
scaling as the clusters in the equilibrium cluster-vapor simu-
lations, it is apparent that the size and energetics of the clus-
ters in these two approaches are not fundamentally different.

Both the PDFT and square gradient theory agree remark-
ably well with the MD simulations. Our DFT calculations
rely on a fitting procedure by which the bulk values of the
fluid are the same in DFT and MD. This approach seems
highly successful because the cluster sizes are practically
identical in DFT and MD, and the formation energies only
differ about 2kzT with PDFT being somewhat closer to MD
values than SGT. In nucleation rate this means a difference
of just under one order of magnitude. The close agreement of
nucleation properties between MD and DFT is not at all ob-
vious because while the surface tensions in MD and DFT are
identical, the planar density profiles are not. Also the planar
density profile significantly differs from the droplet density
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profile especially near the cluster edge,53 but, apparently,
these differences are correctly accounted for in the mean-
field level. When the fitting scheme is used, the PDFT is not
sensitive to the choice of interaction potential, and instead of
LJ potential Yukawa potential might be used.* It should also
be noted that in SGT the interaction potential is not explicitly
defined. It is probable that the density functional methods
would not work so well for fluids consisting of, for example,
polar molecules.*®

Although a linear scaling is found for cluster sizes in the
size range considered in this study, this does not mean that
the same scaling would apply for clusters of all sizes, and the
Kelvin equation would thus not be valid even when
AN*— o In fact, we only see a small part of the AN*(Au™3)
curve which appears locally linear. When the cluster is very
large (of the order of 10° atoms) the Kelvin limit is correctly
approached, as verified by DFT calculations.'”

In conclusion, the MD simulations suggest a linear scal-
ing of critical sizes as a function of Au™> at least for sizes
ranging from 20 to 300 atoms. While the values agree well
with both DFT and square gradient theory, and reasonably
well with MC simulations, the slope of the line is not given
by the Kelvin relation. From this it follows that we do not
find a constant difference between CNT predictions for the
formation energies and MD formation energies calculated
with the aid of the nucleation theorem.

It should be noted that the discussion and conclusions
above are based on results at just one temperature close to
the triple point. At higher temperatures the scaling may
have a nonlinear form also in the size range studied here, for
example, due to markedly different properties of the super-
saturated vapor or non-negligible fluctuations of phase
boundaries.
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