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Formation of secondary atmospheric aerosol particles starts with the formation and growth
of small molecular clusters. The probability that freshly formed clusters reach larger sizes
depends on the rate at which they grow with respect to the rate at which they are lost on
pre-existing surfaces. At present, advances in condensation particle counter and mass
spectrometer techniques enable the observation of cluster growth via time evolution of size
resolved cluster concentrations, and recent studies have utilized measured concentrations to
deduce growth rates from the appearance times of different cluster sizes. In this work, we
use a dynamic model to simulate the time development of a population of clusters of up to
�2 nm in mass diameter, and examine the relation of the growth rates determined from the
appearance times to the growth rates calculated from the molecular fluxes between the
clusters. This study concentrates on a simple model substance where the clusters grow only
by monomer additions and the growth involves a single free energy barrier. Each cluster size
defined by the number of molecules in the cluster is explicitly treated instead of dividing the
clusters into size classes. Effects of finite size resolution and cluster–cluster collisions will be
discussed in future work. We find that the growth rates determined with the two different
approaches may differ significantly, both quantitatively and qualitatively, for the smallest
clusters with the highest evaporation rates. The relative difference decreases with increasing
cluster size and decreasing evaporation rate. In addition to cluster size, the difference
depends on ambient conditions including external losses and time profile of the monomer
concentration. Thus a quantitative comparison requires information not only on the
substance, but also on the external conditions. We also show that the size of a critical
cluster, corresponding to the maximum of an energy barrier in cluster formation, cannot be
inferred from the size-dependent growth rates in realistic conditions.

& 2014 Elsevier Ltd. All rights reserved.
1. Introduction

The first steps of atmospheric new particle formation process involve clustering of individual molecules and growth of
the clusters by collisions with gas-phase molecules and each other. Aerosol particle concentrations are ultimately limited by
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the formation rate of the initial molecular clusters, but the survival probability of freshly formed particles to larger sizes
depends on the rates at which the particles grow and are lost on pre-existing larger particles or surfaces (Kerminen et al.,
2001; Kuang et al., 2010). The time evolution of particle size distribution during a new particle formation event can be
described considering these competing processes. The time derivative of particle concentration CDp in a size class with a
mean particle diameter Dp and a width of ΔDp is (see, for example, Sihto et al., 2006; Kulmala et al., 2012)

dCDp

dt
¼ JDp

�GRDp

ΔDp
CDp �SDp ; ð1Þ

where JDp
is the formation rate of particles in the size range, GRDp is the growth rate of the particles to larger sizes (as the

change of particle diameter per unit time), and SDp is an external loss term due to deposition onto pre-existing particles or
surfaces. If the particles are formed via growth from the preceding smaller size class Dp�ΔDp, the formation rate JDp

equals
to the growth term of the smaller size range JDp

¼GRDp �ΔDp
CDp �ΔDp

=ΔDp, where it is assumed that the size classes have
equal width ΔDp. The formation and growth terms (the first and second term on the right-hand side of Eq. (1)) include the
effects of condensation and evaporation of vapor monomers, and possibly also collisions and fragmentations involving two
clusters.

The growth rates of freshly formed particles of a few nanometers and upwards in diameter are in general deduced from
measured particle concentrations during new particle formation events (Manninen et al., 2009, 2010; Yli-Juuti et al., 2011
and references therein), or calculated based on concentrations of condensable vapors (Nieminen et al., 2010; Yli-Juuti et al.,
2013) and sometimes also coagulation (Stolzenburg et al., 2005; Leppä et al., 2011). The most widely used approaches to
obtain the growth rates from experimental data include the mode fitting method (Dal Maso et al., 2005) and the maximum
concentration method (Hirsikko et al., 2005). Another approach is to retrieve the growth rates from the time delay between
the rise of concentrations measured with several particle counters with different detection threshold sizes (Riccobono et al.,
2012). The time lag between the appearance of different sized particles has also been studied analytically (Wu, 1992 and
references therein). Growth rates can also be determined by fitting analytical equations of the form of Eq. (1) to the time-
dependent particle distribution data (Verheggen & Mozurkewich, 2006; Lehtinen et al., 2004; Kuang et al., 2012). Earlier,
instrumental detection limit has restricted the determination of growth rates to particle sizes larger than a couple of
nanometers in mobility diameter. Growth rates of particles below the detection limit have been estimated from the time lag
between the increase in sulfuric acid concentration and the concentration of the smallest detected particles (Weber et al.,
1997; Fiedler et al., 2005; Sihto et al., 2006). At present, condensation particle counters observe particles and molecular
clusters down to the mobility diameter of 1 nm (Jiang et al., 2011; Vanhanen et al., 2011; Kulmala et al., 2013), and individual
charged clusters can be detected and identified by high-resolution mass spectrometry (Junninen et al., 2010; Schobesberger
et al., 2013). The growth rates of the smallest clusters can be likewise defined from the measured concentration time series.
However, for example in chamber experiments with a constant vapor source, the cluster concentrations may increase to the
steady state monotonously without exhibiting a maximum in which case methods based on determining the moment of the
maximum concentration cannot be applied. Hence, in recent studies the growth rates have been determined based on
cluster appearance times, generally defined as the time at which the concentration of the cluster reaches 50% of its
maximum value (which may or may not equal to the steady-state value) or sometimes 50% of the total increase in the
concentration in the case that there is a background level before the beginning of particle formation (Kulmala et al., 2013;
Schobesberger et al., 2013; Lehtipalo et al., 2014; Wimmer et al., 2014). Alternative definitions for the appearance time have
been tested by Lehtipalo et al. (2014). The appearance time method has been applied to simulation data from a
condensation–coagulation aerosol microphysics model, and the results were found to roughly agree with the average
condensational growth rates of different particle size classes (Lehtipalo et al., 2014).

From a theoretical perspective, the growth rates of the smallest clusters cannot be determined assuming irreversible
vapor condensation or cluster coagulation, as also evaporation of molecules may be significant for the small sizes (Ortega
et al., 2012; Yli-Juuti et al., 2013). In the case that the formation free energy profile of the growing clusters contains one
global maximum corresponding to the critical cluster, the relative effect of evaporation with respect to growth by collisions
is the most significant for clusters below the critical size. For clusters larger than the critical size, evaporation becomes less
significant as the cluster size increases. It has been speculated that the critical size may be identifiable from observed cluster
growth rates by rationalizing that evaporation substantially decreases the growth rate of sub-critical clusters, whereas at the
critical size the growth rate starts to increase due to cluster stabilization. The critical size regime has thus been assessed by
comparing measured growth rates to theoretical growth rates calculated assuming only vapor condensation and no
evaporation (Kuang et al., 2012; Kulmala et al., 2013).

In this study we use a dynamic model to simulate the time evolution of a cluster population in a one-component system.
We use a model substance that exhibits a critical cluster size, with the properties mimicking atmospherically relevant
stabilized clusters. The cluster growth rates are determined from the simulation data with two different methods. First, we
apply the experimental data analysis method to the simulated cluster concentration time series to extract the growth rates
from the cluster appearance times in the same way as they are obtained from measurements. Second, we calculate the
growth rates from the simulated collision–evaporation fluxes between different cluster sizes. The results give information
on the qualitative relation between the effective growth rate calculated from the molecular fluxes that cannot be directly
measured, and the apparent growth rate that can be deduced from cluster measurements. In addition, we examine the
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growth rate as a function of cluster size, and investigate the possibility of inferring the critical size from the size dependency
of the growth rate.

We concentrate on an ideal situation where the cluster growth proceeds via monomer additions and the growth pathway
exhibits a free energy barrier corresponding to a critical cluster. We also assume that the time-dependent concentration can
be recorded separately for each cluster; that is, the cluster size can be determined with the ideal precision of one molecule,
and thus the clusters do not need to be grouped into wider size classes. The questions of finite size resolution and growth
that involves collisions with small clusters will be discussed in a future study. We examine the effect of external factors,
namely the magnitude of external cluster sinks and the time evolution of the vapor concentration, on the growth rates
determined with the two methods as well as their relation. The presented case studies correspond to conditions typical to
chamber or field measurements. The focus of this work is on the qualitative behavior of these two quantities as a function of
cluster size in varying conditions; quantitative predictions require information on the properties of the specific substance of
interest and on the external parameters.

2. Methods for determining cluster growth rates

The appearance time method, first implemented by Kulmala et al. (2013) and introduced in detail by Lehtipalo et al.
(2014), is currently used for experimentally determining the growth rates of the smallest atmospheric molecular clusters of
approximately 1–2 nm in mobility diameter. A theoretical approach to obtain the cluster growth rate is to calculate the flux
of molecules onto the cluster taking into account condensation and evaporation of vapor molecules, and possibly also
smaller molecular clusters.

In atmospheric particle measurements, the observed particles or clusters are most often classified according to their
mobility diameter, and thus the growth rate of a particle is normally given as the change in particle diameter per unit time
(normally in nm h�1). The mobility diameter is often approximated as 0.3 nm larger than the mass diameter (Larriba et al.,
2011), but it must be noted that this approximation is not generally valid for all substances (Ouyang et al., 2013), especially
in the case of very small particles. In this work we use the mass diameter which can be unambiguously determined for
spherical particles. The growth rate can as well be given as the change in particle mass or number of molecules, which can
be converted to the change in diameter assuming spherical particles, provided that the density of the substance is known.
The latter case is relevant, for instance, if the particles are observed with a mass spectrometer. The qualitative behavior of
the growth rate curve as a function of cluster size depends on which physical quantity is used to characterize the cluster
size, as the diameter of a spherical cluster is proportional to the third root of the cluster mass. Therefore, in this study, the
cluster growth rates are given both as the change in the number of molecules in the cluster, and as the change in the mass
diameter of the cluster, assuming spherical clusters.

2.1. Appearance times of the clusters

The appearance time method (Kulmala et al., 2013; Schobesberger et al., 2013; Lehtipalo et al., 2014; Wimmer et al.,
2014) is based on the time evolution of particle concentrations during a new particle formation event. The concentration of
each different cluster or particle size, or in practice size class, is recorded as a function of time. The appearance time tapp of
each particle size Dp is determined as the time at which the concentration reaches 50% of its maximum value. In the case of a
non-zero initial concentration, the appearance time is in this work determined as the time at which the concentration
reaches 50% of the total increase in the concentration (maximum value minus initial value; Schobesberger et al., 2013). The
diameter Dp of the observed particles is then presented as a function of appearance time, and the growth rate is determined
as the slope of a linear fit to the (tapp, Dp)-data. If the relation between the diameter and the appearance time is not linear
throughout the particle size range, several fits can be made separately to different size ranges to obtain a different growth
rate for each size class, as done by Kulmala et al. (2013) and Lehtipalo et al. (2014).

In this study, the growth rate derived from the appearance times is determined from the (tapp, Dp)-curve separately for
each pair of adjacent clusters i and iþ1 as

AGRi �
ΔDp;i-iþ1

Δtapp;i-iþ1
¼ Dp;iþ1�Dp;i

tapp;iþ1�tapp;i
; ð2Þ

where i refers to the cluster containing i molecules, and the abbreviation AGR refers to appearance time-based growth rate.
It should be emphasized that this definition is well-founded in the case that the cluster growth occurs in practice solely due
to monomer additions.

2.2. Molecular fluxes to the clusters

From theoretical point of view, the growth rate of a cluster can be determined from the frequency at which the cluster
gains molecules. This is normally done by calculating the volume change rate of a spherical particle of a specific diameter
considering condensation of surrounding vapors and possibly also evaporation of molecules from the surface of the particle
(Fuchs & Sutugin, 1970; Riccobono et al., 2012; Yli-Juuti et al., 2013). This so-called Lagrangian representation, however,
cannot be applied to study the growth of very small molecular clusters for which evaporation is significant, as shown below.
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Instead, we present here a slightly different approach based on the net flux between consecutive cluster sizes, referred to as
the Eulerian approach. Below we briefly summarize the concepts of the traditional Lagrangian approach, and present the
Eulerian approach used in this work. The molecular flux-based growth rates presented here can always be calculated from
the cluster concentrations, provided that the collision and evaporation rate coefficients are known. The derivations in
Sections 2.2.1 and 2.2.2 are for a one-component system where the clusters grow and decay via monomer additions and
evaporations. For systems in which also small clusters contribute to the growth, defining the cluster growth rate is less
straightforward and will be discussed in a future study.

2.2.1. Lagrangian approach
Let us consider a spherical cluster consisting of i molecules that grows by collisions with monomers, and also loses

molecules by monomer evaporation. Hence the rate at which the cluster volume Vi changes can be written as

dVi

dt
¼ ðβi;1C1�γi-i�1Þ

m1

ρ
; ð3Þ

where βi,1 is the collision rate coefficient between cluster i and a monomer, C1 is the concentration of monomers, γi-i�1 is
the evaporation rate coefficient of cluster i into cluster i�1,m1 is the mass of a monomer, and ρ is the density of the clusters.
Consequently, the change rate of the cluster mass diameter Dp,i can be written as

dDp;i

dt
¼ dDp;i

dVi

dVi

dt
¼ 6

3πD2
p;i

ðβi;1C1�γi-i�1Þ
m1

ρ
¼ 6m1

πρ

� �1=3 1

3i2=3
ðβi;1C1�γi-i�1Þ; ð4Þ

where the last equality is obtained by writing the diameter as Dp;i ¼ 6m1i= πρ
� �� �1=3.

2.2.2. Eulerian approach
Instead of observing the growth of a specific cluster, let us now study the flux between two adjacent cluster sizes, again

assuming that the cluster growth involves only monomer additions and evaporations. If cluster i grows by monomer
collisions, and the resulting cluster of iþ1 molecules may also evaporate back into cluster i, the net flux between clusters i
and iþ1 is

Ii;iþ1 ¼ βi;1C1Ci�γiþ1-iCiþ1; ð5Þ
where Ci is the concentration of cluster i. Now, taking into account the backwards evaporation flux, cluster i grows in the
direction of cluster iþ1 at the frequency

f i;iþ1 ¼
Ii;iþ1

Ci
¼ βi;1C1�γiþ1-i

Ciþ1

Ci
: ð6Þ

The diameter growth rate of cluster i can then be calculated as

dDp;i

dt
¼ ðDp;iþ1�Dp;iÞf i;iþ1 ¼

6m1

πρ

� �1=3

½ iþ1ð Þ1=3� i1=3� βi;1C1�γiþ1-i
Ciþ1

Ci

� �
: ð7Þ

Approximating the diameter change Dp,iþ1�Dp,i in Eq. (7) by dDp,i/di results in the same pre-factor 6m1= πρ
� �� �1=3½1=ð3i2=3Þ�

as in the Lagrangian representation (Eq. (4)). The pre-factor values given by the approximation dDp,i/di approach the values
obtained with the accurate expression Dp,iþ1�Dp,i very rapidly as the cluster size increases; for the monomer, the difference
compared to the accurate value is 28%, and for clusters larger than 10 molecules, the deviation is less than 3%.

The essential difference between the diameter growth rates given by Eqs. (4) and (7), obtained with the Lagrangian and
Eulerian approaches, respectively, is the evaporation term included in the last factor which corresponds to the frequency at
which the cluster gains molecules. The Lagrangian perspective should be used when following the growth of an individual
cluster between different size classes. On the other hand, if the growth rate is used in calculating the time evolution of
particle concentrations as presented in Eq. (1), the consistent approach is the Eulerian representation: as the growth term in
Eq. (1) corresponds to the net flux IDp ; Dp þΔDp

from size class Dp to the adjacent size class DpþΔDp

GRDp

ΔDp
CDp ¼ IDp ; Dp þΔDp

;

the growth rate equals to

GRDp ¼ΔDp
IDp ; Dp þΔDp

CDp

:

This corresponds to the Eulerian growth rate definition given by Eq. (7). Furthermore, the Lagrangian method is not an
intuitive approach for a system containing a critical cluster (see Section 3.1). Clusters smaller than the critical size are, by
definition, more likely to evaporate than to grow, in other words their evaporation frequency γi-i�1 is higher than their
collision frequency with monomers βi,1C1. Hence the Lagrangian approach (Eq. (4)) results in negative growth rates for all
sub-critical clusters, although there is a positive net flux through the system during a new particle formation event.
Therefore we use the Eulerian method to determine the theoretical cluster growth rate and abbreviate it as FGR, referring to
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flux-equivalent growth rate. Eq. (7) gives the growth rate as the change in diameter per unit time. The growth rate as the
change in number of molecules per unit time is calculated by replacing the difference in the diameters Dp;iþ1�Dp;i with the
difference in the numbers of molecules, that is, one molecule in the case of growth by monomer additions.

3. Cluster dynamics simulations

The time evolution of a cluster population in a one-component system was simulated using the dynamic cluster model
Atmospheric Cluster Dynamics Code (ACDC; McGrath et al., 2012; Olenius et al., 2013). The code generates the time
derivatives of the concentrations of a given system of clusters, and solves the time-dependent cluster concentrations
numerically using the Matlab ode15s solver (Shampine & Reichelt, 1997). The time derivatives, also known as the birth–
death equations, include all possible collision and evaporation processes between all clusters of the studied system. The
birth–death equations can be set to include also external sink terms. For a one-component substance with the critical cluster
inside the simulation system, clusters that grow beyond the largest cluster size studied are considered to be stable and are
removed from the simulation. The vapor monomer concentration is either set to a fixed constant or time-dependent value,
or solved from the differential equations after giving a fixed monomer source rate and initial concentration. To obtain a
realistic time resolution for determining the appearance times of the clusters, the maximum time step of the differential
equation solver was set to 1 s.

3.1. Model substance and simulation conditions

The initial clustering is often driven by sulfuric acid (Kuang et al., 2008 and references therein) and enhanced by other
compounds such as bases and organic species (Zhang et al., 2004; Yu et al., 2012; Almeida et al., 2013; Schobesberger et al.,
2013), with the subsequent growth dominated by organic compounds (Pierce et al., 2011; Yli-Juuti et al., 2011; Riipinen
et al., 2012). The exact identities of the compounds participating in the process in different locations remain unknown. Thus
we have chosen a model substance that can be seen as a quasi-unary representation of a multi-component system relevant
to atmospheric cluster formation. The clusters in the studied system consist of molecules with a mass of m1¼98.08 amu, a
liquid density of ρ¼1830 kg m�3 and a surface tension of σ¼0.05 N m�1, which correspond to the properties of sulfuric
acid, but a saturation vapor pressure of Psat¼10�9 Pa, which is significantly lower than that of sulfuric acid (see below) at
a constant temperature of 278 K. The simulations include clusters containing up to 70 molecules (corresponding to a mass
diameter of 2.3 nm with the used mass and density), with additional test runs performed with a system including clusters
with up to 30 and 50 molecules to ensure that the boundary effects are restricted to the few largest clusters at the system
boundary (see Section 4).

The collision rate coefficients are calculated based on kinetic theory of gases from the mass and density of the model
substance assuming spherical clusters. The evaporation rate coefficients are obtained from the Gibbs free energies of
formation of the clusters according to the condition of detailed balance (see, for example, Ortega et al., 2012). It must be
noted that for real substances, quantitative rate coefficients may differ from hard-sphere collision rates and evaporation
rates calculated from an equilibrium situation. The behavior of the rate constants as a function of cluster size calculated
using these approximations is likely to be realistic, and thus the model system allows the assessment of the qualitative
coherence of the two different growth rate definitions.

The Gibbs free energy of formation for each cluster is calculated according to the classical one-component liquid droplet
model:

ΔGi ¼ � i�1ð ÞkBT ln SþðAi�A1Þσ; ð8Þ
where i is the number of molecules in the cluster, S is the saturation ratio, kB is the Boltzmann constant, T is the temperature,
and Ai is the surface area of cluster i. The simulations were generally performed with the final or maximum saturation ratio
set to S¼20, 30 and 40, which correspond to critical cluster sizes of in¼24, 16 and 13 molecules, respectively. The free
energy curves are presented in Fig. 1a. The saturation ratio is connected to the monomer vapor concentration C1 via the ideal
gas law as C1 ¼ SPsat=ðkBTÞ, where Psat is the saturation vapor pressure. To produce atmospherically relevant monomer
concentrations corresponding to the saturation ratios S¼20, 30 and 40 that we used to calculate the different Gibbs free
energy of formation curves, the saturation vapor pressure of the model substance was set to 10�9 Pa. This results in
concentrations C1¼5.2�106 cm�3, 7.8�106 cm�3 and 1.0�107 cm�3, respectively, which correspond to sulfuric acid
concentrations typical for atmospheric new particle formation. It must be noted that while the Gibbs free energies of the
clusters that are calculated according to Eq. (8) are independent of the saturation vapor pressure, the cluster evaporation
rates that are calculated using the detailed balance are directly proportional to it. The value used for Psat combined with the
Gibbs free energies (Eq. (8)) results in monomer evaporation rates of the order of magnitude of 10�3–10�2 s�1 (Fig. 1b),
which are in the range of evaporation rates calculated from quantum chemical formation free energies for small sulfuric
acid–base clusters (Ortega et al., 2012). It must be noted that while simulations performed with the model substance give
qualitative information on cluster growth in a systemwith the classical free energy profile, obtaining quantitative results for
a specific substance requires information on the properties of the molecules and clusters of interest.

The simulations were run at a temperature of 278 K. The vapor monomer was set to have either a fixed concentration or
a fixed source rate, and the simulations were performed with or without external loss terms, as described in more detail in



Fig. 1. Panel (a): Gibbs free energy of formation from monomers as a function of number of molecules in the cluster in the studied one-component system
at saturation ratios S¼20 (black), 30 (blue) and 40 (green). Panel (b): Evaporation rate of monomers from the cluster calculated from the Gibbs free
energies (solid line). Collision rate of monomers at S¼20, 30 and 40 is also shown for reference (dashed black, blue and green lines, respectively). The
evaporation and collision rates coincide at the critical cluster size located at the maximum of the formation free energy curve. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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Section 4. In the case of simulations with a constant monomer source rate, the source rate was ensured to be high enough to
result in a cluster appearance time period that is not longer than a few hours.

3.2. Effect of cluster–cluster collisions

To calculate the growth rate from the molecular fluxes I as described in Section 2.2.2, the clustering pathways must be
known. As the determination of growth rates using Eqs. (2) and (7) requires that the clustering occurs solely by monomer
additions, the used model substance needs to satisfy this condition. Disabling collisions of clusters is not justifiable in the
case that their concentrations are actually high enough to contribute to the growth. Therefore the growth pathways in a
simulation where cluster–cluster collisions and evaporations are allowed were examined in order to ensure that forbidding
cluster–cluster processes does not have a significant effect on the results. Growth by small clusters (mostly by dimers) was
found to form at most 1–3% of the total flux from the clusters (although for the smallest clusters containing less than circa
five molecules, the fraction could be over 10% in the hypothetical system of Section 4.1), and therefore the cluster–cluster
processes can be neglected in this work. Thus from now on, the discussion concentrates on the case where only monomer
processes occur.

4. Results and discussion

In the studied conditions, the cluster concentrations increased smoothly to the final steady-state value, which thus
equals the maximum concentration fromwhich the appearance times are determined. The system boundary effects become
visible around sizes where the clusters contain more than approximately 65 molecules: clusters that are near the boundary
of the system have artificially high growth fluxes as there are no evaporation fluxes back into the simulated system from
clusters that have grown out from it. Thus the results are shown only for clusters with up to 65 molecules.

Sections 4.1 and 4.2 present case studies carried out in different simulation conditions. Section 4.1 focuses on a
theoretical case where the monomer concentration is constant and there are no external losses, and Section 4.2
concentrates on a more realistic situation with varying monomer production rates and loss terms. For clarity, the growth
rates determined from the appearance times (Eq. (2)) are referred to as AGRN or AGRDP , and the growth rates calculated from
the molecular fluxes (Eq. (7)) are referred to as FGRN or FGRDP , where subscripts N and Dp refer to growth rates given as the
change in the number of molecules in the cluster and as the change in the mass diameter of the cluster, respectively. For
each cluster size i, the flux-based growth rate FGR was calculated both at the steady state and at the mean appearance time
of cluster i and the subsequent cluster iþ1, denoted as tapp, mean� (tapp, iþtapp, iþ1)/2.

4.1. Constant monomer concentration and no external losses

In the first set of simulations, the monomer concentration was set to a constant value corresponding to different
saturation ratios, while the initial concentrations of all other clusters were set to zero. External loss terms were not used.
Panel (a) of Fig. 2 shows the cluster size versus its appearance time, and panel (b) presents the growth rate as a function of
cluster size determined with the two different methods. The solid lines show the apparent growth rate AGR, defined as the
slope Δsize/Δtapp of the appearance time curves shown in panel (a) (Eq. (2)). The lines with symbols present the growth
rate FGR calculated from the molecular fluxes (Eq. (7)) at the end of the simulation when the system has reached the steady
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Fig. 2. Results for simulations with a constant monomer concentration corresponding to saturation ratios S¼20 (black), 30 (blue) and 40 (green) and no
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state (circles), and at the mean appearance time tapp, mean of the consecutive clusters (diamonds). The size of the critical
cluster for each saturation ratio is marked with a dashed line.

The time difference Δtapp between the appearance of clusters of adjacent sizes first increases with size until the sizes
around the critical cluster are reached, and then decreases towards larger sizes (panel (a)). Correspondingly, AGR (solid lines
in panel (b)) first decreases and then increases. For each saturation ratio, the location of the minimum in AGR is relatively
close to the critical size (dashed lines), but does not necessarily coincide with it. The behavior of AGR is related to the fact
that the evaporation fluxes towards the smallest clusters are lower at the times when these clusters appear than in the final
steady state, as explained below. However, it must be noted that the definition of the appearance time as the time at which
the cluster concentration reaches 50% of its maximum is a matter of choice. If, for example, 10% or 90% are used instead of
50%, the location of the minimum is slightly shifted.

The molecular flux-based growth rate FGR calculated at the steady-state increases as a function of cluster size
throughout the size range (lines with circles in panel (b)). FGR calculated at the mean appearance time (lines with
diamonds in panel (b)) is clearly higher than the steady-state FGR for sizes smaller than the critical cluster. This can be
explained by the time evolution of the net flux between clusters of consecutive sizes: at the appearance times of the
smallest clusters, the concentrations of the larger clusters have not yet built up and thus evaporation fluxes from the larger
sizes are lower than they are in the steady state. This is illustrated by Fig. A1 in Appendix A, which compares FGR calculated
from the net fluxes, as in Fig. 2b, and FGR calculated neglecting the evaporation fluxes for a representative saturation ratio
S¼30. FGRDp calculated at tapp, mean exhibits a clear minimum similarly to AGR. The minimum originates from the fact that
the change in cluster diameter ΔDp related to the addition of a monomer is the largest for the smallest clusters and
decreases as the cluster size increases. On the other hand, the change in the number of molecules ΔN is always one in a
monomer addition, and thus there is no such a steep minimum on the FGRN curve as there is on the FGRDp curve.

At sizes larger than the critical cluster, FGR determined at the steady-state and at tapp, mean approach each other. This can
be explained by the fact that the larger the cluster is, the closer to the final steady-state situation it appears (see Fig. A2 in
Appendix A). For the larger sizes, the apparent growth rate AGR also approaches the flux-based growth rate FGR, but is
always at least slightly higher than FGR throughout the cluster size range in all the simulated conditions (see Fig. A3b). For
clusters larger than the critical size, the ratio of AGR and FGR approaches a value between approximately 1 and 2 for the
model substance and conditions considered in this study; for smaller clusters the ratio may be more than ten times higher.
It must be emphasized that since the growth rates, both AGR and FGR, are affected by cluster evaporation, also their ratio as
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a function of cluster size depends on the evaporation rates. Therefore the values of the ratio are not applicable for arbitrary
substances with different properties and evaporation profiles.

4.2. Time-dependent monomer concentration and external losses

In a realistic situation, the monomer concentration is not constant, but instead increases due to a vapor source, with the
cluster concentrations increasing simultaneously. External losses of monomers and clusters onto pre-existing particles and
macroscopic surfaces are also likely to be present in all real situations. Therefore, in the second set of simulations, the
monomer source rate was set to constant values that result in the same set of final time-independent saturation ratios S as
in the first set of simulations (Section 4.1). The precursor vapor concentration is not likely to be zero between particle
formation events in field or chamber experiments (Kirkby et al., 2011; Kulmala et al., 2013), and thus the initial cluster
concentrations were set to a steady-state distribution at a saturation ratio of Sinit¼0.1, which corresponds to a monomer
concentration of 2.6�104 cm�3. An external loss term with a constant loss coefficient of 10�3 s�1 was used for all the
clusters, corresponding to the magnitude of coagulation loss onto pre-existing larger particles in a boreal forest (Dal Maso
et al., 2008). The wall loss rate coefficient for example in the CLOUD chamber experiments is reported to be of the same
order of magnitude (Almeida et al., 2013). With this loss coefficient, the monomer source rates that produce the final
saturation ratios S¼20, 30 and 40 are 5.3�103 cm�3 s�1, 8.1�103 cm�3 s�1 and 1.1�104 cm�3 s�1, respectively. The
results for the second set of simulations are presented in Fig. 3.

The growth rates are in general higher for the case involving an increasing monomer concentration and losses than for
the case with a constant monomer concentration and no losses (Fig. 2), except for the smallest clusters, for which AGR (solid
lines in Fig. 3b) and FGR calculated at the appearance times (lines with diamonds in Fig. 3b) are lower than for the simplified
case discussed in Section 4.1 (for a better comparison, see Fig. A1 in Appendix A). The first term on the right-hand side of
Eq. (6), corresponding to the collision flux from cluster i, is naturally lower in the beginning of the simulation when the
monomer concentration is lower (although the decreasing effect on FGR may not be prominent; see Fig. A1). The second
term, corresponding to the evaporation flux back to cluster i, depends on the ratio of the concentrations of clusters i and
iþ1, which are affected by both the monomer concentration and the losses. The effect of the losses accumulates as the size
of the cluster increases, since the concentration of cluster iþ1 depends on the concentration of the preceding cluster i. Thus
the losses decrease the concentrations of larger clusters relatively more than those of the smaller clusters, and consequently
the ratio Ciþ1/Ci and the evaporation flux decrease for each cluster i. As a result, the growth rates are actually higher in the
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presence of losses for all the clusters when the simulation has been run long enough that the monomer concentration
approaches the steady-state value. On the other hand, the lower monomer concentration in the beginning of the simulation
delays the appearance of the smallest clusters (panel (a) of Fig. 3), leading to the concentrations of larger cluster sizes being
already higher when the smallest clusters appear compared to the hypothetical case of Section 4.1. Hence the evaporation
fluxes towards the small cluster sizes at tapp, mean are more significant than in the case of Section 4.1, and consequently the
growth rates FGR of these small clusters determined at tapp, mean are lower (lines with diamonds in panel (b); see also Fig. A2).

The most significant difference in the appearance time-based growth rate AGR for the first (Fig. 2) and the more realistic
second (Fig. 3) set of simulations is that the existence of a critical size is no longer visible in the second simulation set. None
of the solid curves in Fig. 3b exhibit a clearly distinguishable minimum. Moreover, in this case the critical size is time-
dependent as it varies with the monomer concentration. For instance, for a final saturation ratio of 30, the saturation ratio is
15.1 at the appearance time of the monomer. This corresponds to a critical cluster of 32 molecules, while in the final steady
state the critical size is 16 molecules. At the appearance time of clusters containing 16 molecules, which is the molecule
number of the steady-state critical cluster, the saturation ratio and critical size are 29.6 and 17, respectively. The idea of
inferring the critical size from cluster appearance times is not in principle well-founded in the case that the critical cluster
corresponding to the final monomer concentration (or other reference monomer concentration) is so small that clusters
around the critical size appear when the monomer concentration is still substantially below the final value. As the critical
size is not known beforehand, it cannot be concluded from the appearance time data if this is the case.

4.2.1. Effect of the magnitude of external losses
As the magnitude of external loss terms may vary in different conditions, we ran simulations using not only the value

10�3 s�1, but also 5�10�4 and 2�10�3 s�1 for the loss coefficient of all the clusters. The monomer source was set to the
same set of values as before, and thus the final steady-state monomer concentration (and the critical size corresponding to
it) differs from that of the previous sets of simulations. The results for all studied loss coefficients with a monomer source
rate of 8.1�103 cm�3 s�1 corresponding to a steady-state saturation ratio at S¼30 with a loss coefficient of 10�3 s�1 are
shown in Fig. 4. Panel (a) shows that the shape of the (tapp, size)-curve is significantly affected when the magnitude of the
loss term is varied while keeping all the other conditions constant. The higher the loss coefficient is, the faster the monomer
concentration approaches the steady state value (the vertical dash-dotted lines mark the time at which 95% of the final value
is reached), and also the faster the concentrations of the smallest cluster sizes reach 50% of their final value. As a result, for
the smallest sizes AGR (Δsize/Δtapp) is higher in the case of a higher loss coefficient. For larger sizes AGR and FGR (panel (b))
decrease as the loss coefficient increases. The difference between AGR and FGR also increases with an increasing loss
Fig. 4. Results for simulations with a constant monomer source rate of 8.1�103 cm�3 s�1 and external losses with a loss coefficient kloss of 5�10�4

(magenta), 10�3 s�1 (blue) and 2�10�3 s�1 (red). Explanations for the panels are as for Fig. 2. Dashed lines mark the size of the critical cluster at the final
steady state. The dash-dotted vertical lines in panel (a) mark the time at which the monomer concentration reaches 95% of its final value. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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coefficient. It must be noted, though, that if the monomer source rate in the simulations with different loss coefficients was
fitted to produce the same final monomer concentration, the growth rates (both the flux-based FGR and the appearance
time-based AGR) would increase with an increasing loss coefficient since (1) the evaporation flux would decrease as
explained in Section 4.1, and (2) the needed monomer source rate would increase resulting in the clusters appearing
generally faster. A time-dependent loss term – for example during a strong particle formation burst where a rapid increase
in the concentration of freshly formed particles increases the coagulational scavenging sink for the smallest particles – may
have a different effect on the cluster concentrations and appearance times.
4.2.2. Sinusoidal monomer concentration
In laboratory studies, the precursor vapor can be produced with a constant source rate for instance via a chemical

reaction. In field measurements, however, the production rate of a vapor is most likely time-dependent. For instance, as
atmospheric sulfuric acid is formed by the oxidation of sulfur dioxide by OH, its formation rate is dependent on the OH
concentration, which in turn depends on solar radiation. This dependence can be roughly approximated by a sinusoidal
sulfuric acid concentration that has a maximum around noon (as done, for example, by Sihto et al., 2009). Therefore, to
study the time evolution of a cluster population in conditions corresponding to field measurements, the monomer
concentration was set to have the form of sinusoidal function between 0 and π, with the minimum and maximum values
equaling to representative initial and final monomer concentrations corresponding to Smin¼0.1 and Smax¼30 as in previous
simulations. A loss coefficient of 10�3 s�1 was again used for all the clusters. To examine how the appearance times are
affected by the rate at which the monomer concentration increases, the time difference between the minimum and
maximum was set to 4, 6 and 8 h.

Figure 5b shows that while the growth rates for simulations with different time scales differ in absolute value, they
behave rather similarly with respect to cluster size. As the timespan increases, AGR (Δsize/Δtapp; solid lines) decreases for
all cluster sizes as the clusters appear with a reduced frequency. On the other hand, larger clusters appear and reach their
maximum concentrations when the monomer concentration is already decreasing from its peak value. The later the cluster
appears, the lower the monomer concentration and consequently the collision frequency of monomers is at that moment.
Therefore, as the timespan increases, the monomer concentration decreases more slowly and consequently the flux-based
FGR calculated at the appearance time or at the time of the maximum concentration of each cluster (diamonds and circles,
respectively) increases for the larger sizes.
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Figure 5a shows that as the monomer increase rate is lowered, the time difference Δtapp between the appearance of
consecutive cluster sizes increases the most for the smallest clusters, altering the shape of the (tapp, size)-curve. This
demonstrates that, in addition to other ambient conditions and cluster stabilities, also the time evolution of the monomer
concentration affects the shape and slope of the (tapp, size)-curve. Again, it should be kept in mind that in this case the
critical size is time-dependent. To better elucidate the effect of varying ambient conditions on the shape of the (tapp, size)-
curve, the curves for all the case studies at a saturation ratio of S¼30 are shown together in Fig. A3a in Appendix A.
5. Conclusions

We simulated the time development of molecular cluster concentrations with a cluster dynamics model in a system
where the clusters grow by monomer additions, and the cluster formation free energy curve exhibits a single maximum
corresponding to a critical cluster. For simplicity, the modeled molecules were set to have the mass, density and surface
tension of liquid sulfuric acid, but the saturation vapor pressure of the model substance was adjusted to produce
atmospherically relevant monomer concentrations and cluster evaporation rates that are in the range of those calculated
from quantum chemical free energies for small sulfuric acid–base clusters. We determined the cluster growth rates from the
time-dependent cluster concentrations (1) as the slope of the cluster size as a function of cluster appearance time (the time
at which the increase in the cluster concentration reaches 50% of its maximum value) as in the experimental procedure, and
(2) by calculating the net cluster flux along size axis from given cluster size to the subsequent size. The growth rate
calculated from the molecular flux was determined both at the final steady state and at the appearance time of the cluster;
in general there was no significant difference between the growth rates calculated at these different times. While first a
hypothetical situation with a constant monomer concentration and no external cluster sinks was examined, the simulations
were mainly performed using an increasing monomer concentration and external losses to pre-existing larger particles or
chamber walls in order to mimic realistic conditions. The main conclusions can be summarized as follows:
(i)
 In the studied conditions, the growth rate determined from the appearance times is higher than the growth rate
calculated from the molecular fluxes especially for the smallest cluster sizes, with the difference decreasing with
increasing cluster size. For the model substance and conditions considered here, the ratio was found to approach the
value �1–2 for clusters larger than the critical size. For smaller clusters, the ratio increases up to �10–100 with
decreasing size, depending on the simulation conditions. The growth rates determined with the two methods are both
affected by cluster evaporation, and thus their size-dependent ratio may be different for other substances with different
evaporation profiles.
(ii)
 External loss terms slightly increase the growth rate compared to a situation with the same monomer concentration
and no losses. This is due to changes in the cluster size distribution caused by the presence of external losses, resulting
in reduced evaporation fluxes. If the magnitude of the external losses increases while all the other conditions are
constant, the growth rates generally decrease, and the difference between the growth rates determined from the
appearance times and the fluxes increases. However, for the smallest clusters the growth rate determined with the
appearance time method increases because the cluster concentrations build up faster when losses are higher.
(iii)
 In realistic conditions where the monomer concentration increases simultaneously with the cluster concentrations and
there are external sinks for the molecules and clusters, critical cluster size cannot be deduced from cluster growth rates
by reasoning that clusters larger than the critical size grow faster than sub-critical clusters.
(iv)
 The appearance time-based and the flux-equivalent growth rates, as well as their ratio as a function of cluster size are
not affected only by the collision and evaporation rates and other properties of the substance, but also by external
conditions including the magnitude of loss terms and the time evolution of the monomer concentration. Therefore,
even in the case of a simple substance with a classical evaporation profile, obtaining quantitative results for the relation
of the growth rates determined with the two methods in specific situations requires studying each set of conditions
separately.
Determining the growth rate in a situation where the growth involves significant contributions from collisions between
two clusters is more complex, as the definition of growth rate is not unambiguous in such a case. Also, in practice the size
resolution in particle measurements may not be as accurate as one molecule, but instead the clusters must be grouped into
size classes. The effects of these practical details on the appearance time-based and flux-equivalent growth rates are the
topic of future work.
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Appendix A

A.1. Effect of evaporation fluxes

Figure A1 shows the growth rate FGR calculated from the net molecular flux (Eq. (7)), and the growth rate calculated
neglecting the evaporation flux (that is, considering only the first term βi,1C1 in the last factor of Eq. (7) in the calculation)
FGRcoll (panel (a)) and their difference FGRcoll�FGR (panel (b)) for the situations with a constant monomer concentration
and no losses (Section 4.1, Fig. 2) and an increasing monomer concentration with external losses (Section 4.2, Fig. 3) for
S¼30. The monomer collision frequency at the steady state is same for both situations (and in the case of the constant
monomer concentration, the collision frequency is the same at the steady state and at the mean appearance time tapp, mean).
Also the growth rate AGR (Δsize/Δtapp; Eq. (2)) determined from the appearance times, and the difference between the
growth rate calculated from the collision frequency FGRcoll at tapp, mean and AGR are shown. Panel (b) explicitly shows that
the contribution of evaporation flux is smaller in the case of a time-dependent monomer concentration and losses except for
the smallest clusters at their appearance time tapp, mean, as discussed in Sections 4.1 and 4.2.

In general, Fig. A1 shows that evaporation flux may have a prominent effect on cluster growth rate also for sizes larger
than the critical cluster. By definition, for the critical cluster the collision frequency with a monomer equals the monomer
evaporation frequency (Fig. 1b). For clusters smaller than the critical size, the evaporation rate is higher than the
condensation rate, and for clusters larger than the critical size, the condensation rate is higher – nevertheless, this does not
imply that the larger clusters would not evaporate at all. In the studied conditions, the absolute contribution of evaporation
flux to the net rate at which the cluster gains molecules is the highest at sizes around or below the critical cluster and
decreases at larger sizes with increasing cluster size (lower left-hand side panel of Fig. A1). The contribution to the cluster
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diameter growth rate is not as straightforward: for this simple one-component system, the diameter growth rate calculated
from the collision flux actually decreases as a function of cluster size (upper right-hand side panel). Although the collision
frequency with monomers increases with the cluster diameter, the change in the diameter due to addition of one molecule
(the pre-factor Dp,iþ1�Dp,i in Eq. (7)) decreases, causing the overall decreasing effect. Therefore, the absolute contribution of
evaporation flux to the diameter growth rate is highest for the smallest clusters for which the diameter change per added
molecule is the largest (lower right-hand side panel).

Since measurements provide the apparent growth rate resulting from the net molecular fluxes, the contribution of
evaporation fluxes has been assessed by comparing the observed growth rate to theoretical growth rate calculated assuming
irreversible vapor condensation (Kuang et al., 2012; Kulmala et al., 2013). In the conditions studied here, comparing the
measurable growth rate AGR determined from the appearance times to the growth rate calculated from the monomer
collision frequency FGRcoll would lead to an underestimation of the contribution of evaporation (solid lines in panel (b) of
Fig. A1), as the growth rate obtained from the appearance times is in general higher than the growth rate FGR calculated
from the net collision–evaporation flux. If it is assumed that sizes for which the observed growth rate is lower than the
calculated condensational growth rate FGRcoll are likely to be sub-critical, the fact that the contribution of evaporation is
non-zero also above the critical cluster would result in wrong estimates of the critical size. On the other hand, for the
smallest clusters below the critical size (dashed lines in Fig. A1) the measurable growth rate AGR (solid lines in panel (a))
may exceed the collision-limited growth rate FGRcoll (lines with triangles and squares corresponding to the steady state and
tapp, mean, respectively, in panel (a)). In this case, comparing the measurable growth rate to FGRcoll would lead to the
erroneous conclusion that these small clusters are likely to be larger than the critical size.
A.2. Time evolution of the flux-equivalent growth rate

Figure A2 shows FGR as a function of time for a representative set of cluster sizes for the case studies presented in
Sections 4.1. and 4.2 (solid and dashed lines, respectively) at S¼30. The mean appearance time tapp, mean of each cluster is
marked on its growth rate curve with a symbol (circle for solid lines and cross for dashed lines). In the case of a constant
monomer concentration and no losses (Sections 4.1; solid lines), FGR decreases as a function of time for each cluster,
because concentrations of larger clusters, and consequently evaporation fluxes from them increase. For an increasing
monomer concentration and external losses (Section 4.2; dashed lines), FGR first slightly increases as the monomer
concentration increases, and then decreases with increasing evaporation fluxes. (See also discussion in Section 4.1 and 4.2.)
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Fig. A2. Flux-equivalent growth rate FGR as a function of time for a representative set of clusters for simulations with a constant monomer concentration
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Fig. A3. Results for the case studies presented in Sections 4.1 and 4.2 (Figs. 2–5) for a representative final (or maximum in the case of the sinusoidal
monomer concentration) saturation ratio S¼30 or monomer source rate Q1¼8.1�103 cm�3 s�1 (in the case of the varying external loss coefficient kloss).
Panel (a): Cluster size as a function of appearance time. Panel (b): Ratio of the growth rate AGR determined from the appearance times and the molecular
flux-based growth rate FGR calculated at tapp, mean. Dashed lines (horizontal lines in panel (a) and vertical lines in panel (b)) mark the size of the critical
cluster at the final or maximum S (the magenta and red lines correspond to the case with varying kloss, for which the final saturation ratios are different,
and the blue line corresponds to all other cases). In panel (a), the vertical dash-dotted lines mark the time at which the monomer concentration reaches
95% of its final (or maximum) value. Cluster size and growth rate are given as the number of molecules in the left-hand panels, and as the mass diameter in
the right-hand panels. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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A.3. Effect of simulation conditions on the appearance times and on the ratios of the growth rates determined with the different
methods

Figure A3 shows the (tapp, size)-curve and the ratio of the apparent growth rate AGR and the flux-based growth rate FGR
calculated at tapp, mean for all the studied conditions at a representative final or maximum saturation ratio S¼30, or
monomer source rate 8.1�103 cm�3 s�1 in the case of a varying external loss coefficient. The effect of simulation conditions
is largest for the small clusters: their relative appearance times may vary significantly with the magnitude of external losses
(blue crosses and magenta and red circles in panel (a)) or the increase rate of the monomer concentration (orange, turquoise
and purple circles in panel (a)). For small sub-critical clusters, the ratio AGR/FGR (t¼tapp, mean) increases up to �10–90 as
the cluster size decreases depending on the conditions (panel (b)). For larger clusters, the ratio is circa 1–2 in the considered
conditions. This suggests that the sensitivity of the appearance time method to ambient conditions is high for very small
clusters. The ratio as a function of cluster size (panel (b)) is qualitatively similar for the other saturation ratios S¼20 and 40
used in this study, but the absolute values are generally higher for lower S. For instance, for S¼20 the ratio increases to
values over 100 in the conditions of Fig. A3. However, the ratio as a function of cluster size depends also on cluster
evaporation rates, and may thus be significantly different for substances with different evaporation profiles.
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