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ABSTRACT: The effect of dust aerosols on accretion reactions of
water, formaldehyde, and formic acid was studied in the conditions of
earth’s troposphere at the DLPNO-CCSD(T)/aug-cc-pVTZ//
ωB97X-D/6-31++G** level of theory. A detailed analysis of the
reaction mechanisms in the gas phase and on the surface of mineral
dust, represented by mono- and trisilicic acid, revealed that mineral
dust has the potential of decreasing reaction barrier heights.
Specifically, at 0 K, mineral dust can lower the apparent energy
barrier of the reaction of formaldehyde with formic acid to zero.
However, when the entropic contributions to the reaction free
energies were accounted for, mineral dust was found to selectively
enhance the reaction of water with formaldehyde, while inhibiting the
reaction of formaldehyde and formic acid, in the lower parts of the
troposphere (with temperatures around 298 K). In the upper troposphere (with temperatures closer to 198 K), mineral dust
catalyzes both reactions and also the reaction of methanol with formic acid. Despite the intrinsic potential of mineral dust,
calculation of the catalytic enhancement parameter for a likely range of dust aerosol concentrations suggested that dust aerosols
will not contribute to secondary organic aerosol formation via dimerization of closed-shell organic compounds. The main reason
for this is the relatively low absolute concentration of tropospheric dust aerosol and its inefficiency in increasing the effective
reaction rate coefficients.

1. INTRODUCTION

Aerosols affect the climate and the quality of human life in
many ways. Their impacts include visibility reduction,1

regulation of precipitation by acting as cloud condensation
nuclei,2 altering biogeochemical cycles,3 controlling the energy
budget of earth through radiative forcing,3 and imposing
adverse health effects4−6 While the contribution of mineral
dust to atmospheric aerosols is noticeable, and mineral dust is
emitted to the atmosphere at a high rate, organic materials
usually dominate fine atmospheric aerosols.5,7,8 To be more
specific, the total global emission rates of mineral dust particles
with the 0.1−1.0 and 0.1−10.0 μm particle sizes are estimated
to be 48 and 10 100 Tg yr−1, respectively. In comparison, the
global emissions of organic aerosols are about 200 Tg yr−1.9

Moreover, around 20−60% of the total mass of atmospheric
aerosols observed in the continental midlatitudes and up to
90% in tropical forested areas have been found to consist of
organic materials.1 Organic aerosols can be divided into
primary organic aerosols (POAs, the organic matter emitted
directly from natural and anthropogenic sources) and
secondary organic aerosols (SOAs, the organic matter emitted
in a gaseous form and transformed to particles in the

atmosphere via different reaction paths whether forming
entirely new particles or condensing on preexisting par-
ticles10).1,7,11 The amount of SOAs exceeds that of POAs
even in heavily urbanized areas,11 and SOAs can form up to
90% of the total organic mass of atmospheric aerosols.5,12

Although SOAs and POAs are abundant and display
profound impacts on the Earth’s climate, their composition
has been poorly understood since their chemistry is highly
complex13 and varies with life time,14 and experimental
measurements are bound to large uncertainties15 due to the
difficulty in detecting low volatility compounds with high
molecular weights.16,1 Regardless of the complex chemistry,
two general routes have been suggested for SOA formation.
The first route is related to gas-phase oxidation of volatile
organic compounds by ozone, hydroxyl radical (OH), nitrate
radical (NO3), and other atmospheric oxidants, which leads to
both fragmentation (ultimately to CO2) and production of
organic compounds with multiple functional groups. The
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polyfunctional products with intermediate or low volatilities
may then partition onto preexisting organic aerosols, increasing
the SOA mass.17 The second route occurs in the particle phase.
In this route, the gas- and liquid-phase atmospheric oxidants
oxidize the organic compounds of aerosols, also leading to an
increase in the organic mass.18 This process is one of the
processes involved in aerosol aging.19 In addition, in the
second route, nonoxidative combination of organic com-
pounds can generate high-molecular-weight oligomers.20,21

Such accretion reactions22 have attracted much interest since
they can produce organic species with much lower saturation
vapor pressures compared to the precursor reactants.23 For
example, the following classes of accretion reactions have been
experimentally studied with respect to their role in SOA
formation24

F

ROOH(hydroperoxide) R CHO(aldehyde)

ROOCHR OH(peroxyhemiacetal)

+ ′

′ (R1)

F

ROH(alcohol) R CHO(aldehyde)

ROCHR OH(hemiacetal)

+ ′

′ (R2)

F

RCCOR (carbonyl) R COR (carbonyl)

CR R OHCRCR O(aldol addition product)

′ + ″ ″′

″ ″′ ′ (R3)

F

RCO H(carboxylic acid) R

OH(alcohol or carboxylic acid)

RCOR O(ester or acid anhydride) H O

2

2

+ ′

′ + (R4)

F

SO (OH) (sulfuric acid) ROH(alcohol or gem diol)

SO (OH)(OR)(sulfate ester) H O
2 2

2 2

+ −

+ (R5)

These accretion reactions involve closed-shell organic com-
pounds, in which all electrons are paired in their molecular
orbitals to create stable and less reactive molecules. Therefore,
such reactions, hereafter called closed-shell accretion reactions,
have high energy barriers. Accretion reactions of the R1−R5
type are therefore unlikely to occur in the gas phase, and most
studies on their atmospheric relevance have accordingly
focused on studying the condensed phase (e.g., cloud
droplets).25 In addition to closed-shell accretion reactions,
also reactions involving radical species as well as high-energy
Criegee intermediates (carbonyl oxides) have been suggested
to contribute to atmospheric SOA formation.24 For instance,
the reactions of stabilized Criegee intermediates (RC(CH3)-
(OO)) with alcohol, water, carboxylic acid, etc. forming
adducts of the general type

(RC(CH )(OR)(OOH))3 (R6)

have attracted attention of experimentalists24 and theoretical
studies, such as ref 26, have recently addressed RO2 + RO2 →
ROOR + O2 reactions. Accretion reactions may also occur in
the gas phase. However, the detailed mechanisms are likely to
be complex and involve, for example, intersystem crossing. In
this study, we focus on the catalysis of closed-shell accretion
reactions by small inorganic aerosol models. Catalysis of
accretion reactions by single molecules or small molecular
clusters can be considered as an intermediate case between
gas-phase and condensed-phase chemistry and has recently
received increasing attention in atmospheric chemistry.27−30

However, the central question of “which species are able to
catalyze closed-shell accretion reactions?” has not yet been
answered conclusively.
To find the species that can catalyze accretion reactions of

closed-shell species, we have previously evaluated the effect of
ammonia, water, formic acid, and sulfuric acid clusters on six
model reactions.31 The results showed an increase in the rate
of the reactions but clarified that the studied clusters cannot
catalyze the reactions sufficiently for the process to be
competitive in the troposphere. Since mineral dust is abundant
in atmospheric aerosols, and closed-shell accretion reactions
are unlikely to occur in the gas phase,24 we now investigate the
intrinsic potential of mineral dust for catalyzing nonradical
accretion reactions. It should be noted that several experiments
have been dedicated to unraveling the role of dust in oxidative
formation of SOAs, e.g., refs 32, 33. However, these studies
have mainly analyzed and discussed the catalytic role of aged
and unprocessed dust particles or surrogate minerals in
dissociating ozone molecules and reducing oxidative SOA
formation. Therefore, this study complements the information
available on the effect of mineral dust on SOA formation. Due
to the diversity of the organic compounds that can participate
in SOA formation, this study narrows down the list of possible
accretion reactions and focuses on the following model
reactions

F

CH O(formaldehyde) syn HCO H(formic acid)

HCO CH OH
2 2

2 2

+ −

(R7)

FCH O H O CH (OH) (methanediol)2 2 2 2+ (R8)

F

CH OH(methanol) syn HCO H

CH OCHO(methyl formate) H O
3 2

3 2

+ −

+ (R9)

The organic compounds participating in R7−R9 represent the
most common organic functional groups in atmospheric
chemistry. Furthermore, reactions R7−R9 are relevant for
tropospheric accretion product formation since carbonyls,14

alcohols, and acids34−36 have all been identified as important
precursors for SOAs.5 To determine the impact of dust
aerosols on reactions R7−R9, a chemical kinetics approach is
followed. We first explore the reaction mechanisms in the
absence and presence of dust aerosols. Next, the impact of
mineral dust is quantified by calculating the rate constants of
the reactions in the gas phase, and on the surface of dust, using
transition-state (TS) theory under representative tropospheric
conditions.

2. METHODS
2.1. Computational Details. Gaussian 16 revision A.0337

was employed to perform all density functional theory (DFT)-
based calculations. The geometry optimizations and harmonic
frequency calculations were executed using the ωB97X-D
density functional38 with the 6-31++G** basis set. The
ωB97X-D functional was specifically used due to the
importance of electrostatic long-range exchange−correlation
and relative significance of electrostatic correction39 for the
study of the reactions between closed-shell compounds.
Moreover, the ωB97X-D functional has been shown to
describe noncovalent interactions precisely and give accurate
thermochemical and chemical kinetics results.38,40
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Furthermore, ab initio single-point energy calculations were
applied to the optimized geometries to increase the accuracy of
the final energy profiles. For this purpose, the domain-based
local pair-natural orbital (DLPNO)-CCSD(T) method41−43

was chosen since it has been shown to be an efficient, cost-
effective, and accurate method for analyzing thermochemistry
of closed-shell organic molecules,44 providing results close to
those of canonical coupled-cluster calculations.45 Along with
the DLPNO-CCSD(T) method, the aug-cc-pVTZ46,47 basis
set, the cc-pVTZ/C auxiliary basis and the tight pair-natural
orbital (TightPNO) criterion were used. Using the standard
notation of quantum chemistry, the reaction profiles were thus
described at the DLPNO-CCSD(T)/aug-cc-pVTZ//ωB97X-
D/6-31++G** level of theory. Since the DLPNO-CCSD(T)
method is not implemented in Gaussian, Orca 4.1.148 was used
for the corresponding energy calculations. Calculating single-
point coupled-cluster electronic energies for DFT-optimized
geometries is a standard approach in computational chemistry,
both in atmospheric applications and elsewhere.49,50

Benchmarking of the selected level of theory was addressed
in our previous study31 by comparing the Gibbs free energy
and activation energies of seven accretion reactions with the
values obtained from the high ab initio level of CCSD(T)-
F12/VTZ-F12//MP2/aug-cc-pVTZ. The comparison yielded
the mean absolute error of 2.3 kJ mol−1 for DLPNO-
CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-31++G**. The suit-
ability of the computational level was further confirmed by
comparing the geometries optimized at the ωB97X-D/6-31+
+G** level with the available experimental geometries of the
reactants and products and, also, the geometries obtained from
several computational levels (see Figure S1). Furthermore, the
enthalpy of the reactions at 0 K was compared with the
available experimental data in Table S1. Both Figure S1 and
Table S1 demonstrated appropriateness of the selected level
for study of reactions R7−R9.
After validating the computational approach, the reaction

mechanisms were explored at the ωB97X-D/6-31++G** level.
The stationary structures with nonimaginary frequencies were
assigned as reaction intermediates/wells, while the structures
with an imaginary frequency were tentatively assigned as
transition states (TS). To verify the identity of the TSs, as well
as their corresponding reactants and products, intrinsic
reaction coordinate51,52 calculations were performed in both
forward and reverse directions. The energy profiles of the
resultant reaction paths were obtained by combining the
DLPNO-CCSD(T)/aug-cc-pVTZ electronic energies with the
ωB97X-D/6-31++G** vibrational zero-point energies (ZPE)
for all stationary points.
In the case of the surface-based reactions, the reactants

could approach the dust models in many ways. To screen the
possible reactant/dust complexes, the artificial bee colony

(ABC) algorithm, as embedded in the ABCluster 1.4
program,53,54 was employed. Using the ABC algorithm, 500
initial reactant/dust configurations were created as the trial
population. Each trial structure was adopted as a starting point
to generate 500 new structures and search for the local and
global minima (GM) structures using 10 scout bees. The
energy of each generated complex was considered as the sum
of Lennard−Jones and Columbic interactions to give a list of
200 structures as the local minima for each reactant/dust
complex. In the next step, the generated local minima were
optimized using the GFN-xTB55 semiempirical method by the
XTB 6.0.1 program.56 After that, the structures were sorted
based on their Gibbs free energy values at 298 K and the 30
lowest-energy structures for each reaction were reoptimized at
the ωB97X-D/6-31++G** level of theory. The most stable
structures from this optimization process were then used to
scan the possible reaction paths (see Figure 1 for the global
minima (GM) structures of the surface-based reactions related
to the smallest dust model). However, in the case of R7 on the
smallest model, the GM complex was so stable that forcing the
reactants to approach each other ended up with reactant
decomposition. Consequently, the corresponding reaction path
was deemed to be unfavorable and the less stable complexes
were tested to find the representative prereaction complexes
and the related TSs.

2.2. Mineral Dust Model Selection and Validation. To
evaluate the impact of mineral dust on the studied reactions, an
appropriate model dust structure is required. Such a structure
is not straightforward to generate as the structure and
chemistry of dust aerosols are highly complex and variable.
The composition of dust aerosols depends on their sources.57

Also, their chemical and physical properties change upon
aging58,59 and phase transitions.58 Moreover, the distribution
of mineral components in dust is naturally inhomogeneous60

and mineral components may have different particle sizes.60,61

To simplify the problem, we focused on the major dust
minerals. Based on numerous studies on dust components,
quartz is the major oxide component of mineral dust (40−
70%).62,63 In addition, quartz has been reported as a significant
component of different dust samples, e.g., see refs 60, 64−67.
Also, feldspars (aluminosilicates) have been shown to
contribute considerably to diverse dust samples.63,67−69

These two classes of minerals form more than 80% of the
volume of mineral dust.70 Besides quartz and feldspars,
significant amounts of calcite63,64,67,69 and clays (such as
kaolinite60,63,69 and illite68) have been observed in many dust
samples. However, their relative amounts are significantly
lower than those of feldspars and quartz.67 It should be also
noted that molten clays can transform into feldspars as they
mostly consist of phyllosilicates.60 Our model dust minerals
were thus assumed to contain only feldspars and quartz. Since

Figure 1. GM structures of the reactants/dust model clusters. The purple, red, gray, and white balls represent silica, oxygen, carbon, and hydrogen,
respectively.
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these minerals are mainly composed of silica (SiO2) units, and
closed-shell reactions between neutral molecules require the
reactants to be in close proximity to each other, a small silica
model should be sufficient for representing mineral dust
aerosols. Accordingly, monosilicic acid (Mcat, Si(OH)4) was
chosen as the basic model of mineral dust. To investigate the
effect of dust model size on our results, linear trisilicic acid
(Tcat, Si3O2(OH)8) was also considered, as suggested by Ji et
al.62 Although silicic acid has been accepted as the best
geometrical and chemical model of SiO2 minerals,62,71−73 the
model choices were further validated by comparing their
optimized geometries with several quartz, feldspar, and clay
crystal structures (see Table S2). Based on the geometrical
parameters outlined in this table, both Mcat and Tcat can
capture the general geometrical features of silica-based
minerals. Therefore, they were chosen to represent dust
aerosols.

3. RESULTS AND DISCUSSION

3.1. Reaction Mechanism. To understand the effect of
mineral dust on closed-shell accretion reactions, the mecha-
nism of reactions R7−R9 was first explored in the gas phase.
Figures 2−4 show the potential energy surfaces (PESs), and
Figures S2−S4 present the geometries of the corresponding
stationary points. It should be noted that, in these figures, the
stationary points (reactant complexes and transition states)
involved in reaction R7 (the reaction between formaldehyde
and formic acid; F and FA) are distinguished by including the

acronym “FFA” in their names, while the names of the
stationary points involved in reaction R8 (the reaction between
formaldehyde and water; F and W) contain “FW”, and those of
reaction R9 (the reaction between formic acid and methanol;
FA and M) contain “FAM”. Also, numerical identities have
been attributed to all stationary points to distinguish between
the species related to each reaction.
As can be seen in Figures 1−3, the entrance channels of all

three reactions are barrierless. This means that when the
reactants are at large separations, they should be able to
overcome the centrifugal barrier to approach each other, and
form a prereaction complex, at rates comparable to the gas-
kinetic collision rate. The generated prereaction complexes can
then pass over TS-FFA (19.7 kJ mol−1) and TS-FW (152.4 kJ
mol−1) (see Figure 5 for their structures) to give the final
products of reactions R7 and R8, respectively. In the case of
R9, the reaction can follow two different paths to produce the
accretion products. Along the first path, the prereaction
complex undergoes intermolecular hydrogen transfer from the
−OH group of methanol to the carbonyl oxygen (OC) of
formic acid, simultaneous with the formation of a C−O bond
between the two reactants (TS1-FAM; 132.6 kJ mol−1),
producing the INT intermediate (−14.8 kJ mol−1) (see Figures
5 and S4 for the geometries). Next, internal hydrogen transfer
from one hydroxyl group of INT to another, together with
gradual cleavage of the O−H bond of the hydrogen receptor
hydroxyl group (TS2-FAM; 142.5 kJ mol−1), yields water and
CH3OCHO. Along the second path, the hydrogen from the
hydroxyl group of methanol is directly transferred to the

Figure 2. ZPE-corrected potential energy surface of R7 at the DLPNO-CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-31++G** level of theory and 0 K.
The black, green and purple reaction paths refer to the gas-phase, Mcat-based and Tcat-based reactions, respectively.
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hydroxyl group of formic acid, simultaneous with the
formation of a C−O bond between the two reactants and
cleavage of the O−H bond in formic acid (TS3-FAM; 158.9 kJ
mol−1). This results in a weakly bound postreaction complex
that later dissociates into the individual water and CH3OCHO
products.
Regardless of their detailed mechanisms and energy profiles,

the gas-phase reactions R7−R9 share two general features:
they all involve relatively stable prereaction complexes and
their rates are limited by high reaction barriers. The apparent
barrier heights, i.e., the barrier energies relative to the free
reactants, range from 19.6 (TS-FFA; R7) to 158.9 (TS3-FAM;
R9) kJ mol−1 at 0 K. A close look at the structures of the TSs
(see Figure 5) suggests that the strain caused by formation of
ringlike geometries destabilizes the TSs,31 while hydrogen
bonding stabilizes them. This hypothesis is supported by
comparing the geometry of TS-FFA with a six-membered ring
and the lowest barrier height (19.6 kJ mol−1) to the geometry
of the other TSs with four-membered rings and barrier heights
above 130 kJ mol−1.
The fundamental question of this study concerns the effect

of mineral dust on the reactions. Therefore, the reaction
mechanisms were also investigated in the presence of the
mineral dust models. To facilitate distinguishing the stationary
points of the dust-assisted and gas-phase reactions, (M) or M
is added to the notation of the Mcat-based reactions. Similarly,
(T) and T in the notation refer to the Tcat-based reactions.
When Mcat is added to the reactive system, the reactants can
form hydrogen bonds with the hydroxyl groups of Mcat. See

Figures S2−S4 for illustrations of all prereaction geometries,
and Figure 6 for the prereaction complexes of reaction R7,
which are very close in energy but involve different
orientations of the reaction products. The additional hydrogen
bonds stabilize the reactant complexes to a much greater extent
compared to the gas-phase reaction (see Figures 2−4).
After forming the prereaction complexes, two factors

determine the fate of the adsorbed reactants: the extent of
stabilization and the relative orientation of the reactants.
Figures 2 and 6 illustrate this, and show that the well-oriented
reactants in the prereaction complexes RC1(M)-FFA and
RC2(M)-FFA (Mcat-based R7) can easily convert into
products by passing over the submerged barriers correspond-
ing to transition states TSM1-FFA and TSM2-FFA, which are
respectively 13.7 and 12.8 kJ mol−1 below the energy level of
the free reactants at 0 K. However, in the RC3(M)-FFA
complex, the two reactants are stabilized by different hydroxyl
groups. This inappropriate orientation causes their large
separation, leads to a very high energy barrier (TSM3-FFA;
116.0 kJ mol−1 above the free reactants). It should be noted
that TSM3 is 96.3 kJ mol−1 higher than the gas-phase barrier
(TS-FFA), while TSM1 and TSM2 are 33.4 and 32.5 kJ mol−1

lower than the gas-phase barrier, respectively. In the case of R8
and R9, Mcat reduces the barrier of all reaction paths by about
18.5−74.4 kJ mol−1.
According to the outlined energy profiles, the performance

of dust minerals in surface-based accretion reactions strongly
depends on the starting configurations of the reactant/Mcat
clusters. The different orientations of the reactants toward the

Figure 3. ZPE-corrected potential energy surface of R8 at the DLPNO-CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-31++G** level of theory and 0 K.
The black, green, and purple reaction paths refer to the gas-phase, Mcat-based, and Tcat-based reactions, respectively.
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surface and each other create multiple reaction paths with
highly variable barriers. Along some reaction paths, mineral
dust may inhibit the reaction due to the inappropriate relative
orientation of the reactants in the reactant complexes. On the
other hand, along some reaction paths, the favorable
orientation of reactants on mineral dust assists the conversion
of reactants into the products. The combination (and
competition) of these two determines whether or not mineral

dust acts as a catalyst for a particular reaction. In any case, the
surface hydroxyl groups of dust minerals are predicted to have
a noticeable role in stabilization of the reactants. They also
stabilize the reaction products by forming postreaction
complexes and also increase the stability of the INT
intermediate for R9. It should be noted that in the gas-phase
our calculations predict the existence of a postreaction complex
for only R9.

Figure 4. ZPE-corrected potential energy surface of R9 at the DLPNO-CCSD(T)/aug-cc-pVTZ//ωB97X-D/6-31++G** level of theory and 0 K.
The black (and gray), green, and purple reaction paths refer to the gas-phase, Mcat-based, and Tcat-based reactions, respectively.

Figure 5. Transition-state geometries of gas-phase R7−R9 reactions. The blue dotted lines represent hydrogen bonding. The red, gray and white
balls represent oxygen, carbon and hydrogen, respectively.
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The reaction mechanisms were also evaluated in the
presence of Tcat to analyze the effect of a larger dust unit
with more accessible silica atoms and hydroxyl groups. As
illustrated in Figures 2−4, access to more adsorption sites, i.e.,
more hydroxyl groups, affects the energies of the various pre-
and postreaction complexes in different ways. Some pre- and
postreaction complexes are less stable than their Mcat-based
counterparts, while the others are more stable. Another general
feature of the Tcat-based reactions is that many of the related
pre- and postreaction complexes have similar relative energies,
e.g., RC1(T)-FFA and RC2(T)-FFA (R7), PC1(T)-FFA and
PC2(T)-FFA (R7), RC1(T)-FW, RC2(T)-FW and RC3(T)-
FW (R8), and RC1(T)-FAM and RC2(T)-FAM (R9).
However, they have distinguishable structures as shown in
Figures 6 and S2−S4. Despite variations in the relative energies
and configurations of the prereaction complexes, the use of
Tcat lowers the overall barrier heights in all cases. Also, INT
(−14.8 kJ mol−1; R9) can be noticeably stabilized by Tcat
(INTT: −73.3 kJ mol−1) compared to Mcat (INTM: −52.1 kJ
mol−1). In general, Tcat acts more effective than Mcat in
reducing the barrier heights, which means that larger mineral
dust catalytic sites are more effective than the smaller sites in
assisting the progress of the studied accretion reactions.
3.2. Catalytic Efficiency in the Troposphere. The

detailed PESs reported in Figures 2−4 are not sufficient for
determining the catalytic role of mineral dust in atmospheric
conditions since the presented energy profiles ignore thermal
and entropic contributions. Also, the overall atmospheric
importance of the catalytic reactions depends on the
concentration of catalytic sites. To quantitatively estimate the
effect of mineral dust on the extent of the studied accretion
reactions, the rates of the surface-based and gas-phase
reactions under tropospheric conditions should be calculated.
The rate expressions of the reactions were written in the
general form of eq 1, where k is the total rate constant of the
reaction, squared brackets denote concentrations, and the
number of “reactants” m equals 2 for gas-phase reactions and 3
for the surface-based reactions (where the catalyst is included
as a “reactant” for the purpose of evaluating the rate).

krate (reactant)
i

m

i
1

∏= × [ ]
= (1)

To determine whether mineral dust can really catalyze the
studied accretion reactions, we define the catalytic enhance-
ment (CE) parameter as the ratio of the catalyzed reaction rate
to the gas-phase rate.74 In adopting this definition, we
implicitly assume that the kinetics of the surface-based
reactions is controlled by the chemical reaction rather than
the diffusion process of reactants to the surface. This means

that we assume that the same concentrations of water,
formaldehyde, formic acid, and methanol reactants are
available for both gas-phase and surface-based reactions.
Under this assumption, the enhancement of the accretion
reactions depends only on the concentration of Mcat or Tcat
and the k values of the gas-phase and surface-based reactions.
To calculate the rate coefficients of the reactions, tunneling-
corrected transition-state theory was applied to the PESs,
yielding the following expression

k
k T

h
e G RT

r
/rκ= × β −Δ#

(2)

In this equation, κr is the tunneling coefficient, kB is the
Boltzmann constant, h is the Plank constant, T is the
temperature, R is the universal gas constant, and Δr

#G is the
difference between the Gibbs free energy of the corresponding
TS (GTS) and the free reactants (Greactants); see eq 3 for details.
Note that for the surface-based reactions the free “reactants”
include Mcat or Tcat. The tunneling effect is specifically
emphasized in eq 2 since the tropospheric reactions take place
at temperatures below 300 K, where tunneling may be
important especially for reactions involving the motion of
hydrogens or protons. To calculate κr, the reaction barriers
were described as unsymmetrical Eckart barriers.75 Our kinetic
treatment implicitly assumes that the reactants are in
equilibrium with the prereaction complexes and that the
different prereaction complexes can interconvert into each
other (see Table S3 for the Gibbs free energies of the pre- and
postreaction complexes). Under such conditions, the exact
energies of the prereaction complexes do not affect the rate
constants of the reactions.74 Note that neglecting the
prereaction complexes or using the steady-state approximation
and including the conversion of the prereaction complexes to
the postreaction complexes, as done in ref 76, give the same
final rate constant equation. Also, in the case of the two-step
reaction path of R9, the rate-determining step was assumed to
be the TS with the highest absolute GTS. To be more specific,
TS2-FAM, TSM2-FAM, and TST2-FAM were identified as the
rate-determining barriers on the two-step paths of the gas-
phase, Mcat-, and Tcat-based R9 reactions, respectively. To
obtain the G values of the species at the DLPNO-CCSD(T)/
aug-cc-pVTZ//ωB97X-D/6-31++G** (DLPNO-DFT) level
of theory, the electronic energy obtained from single-point
energy calculation at the DLPNO-CCSD(T)/aug-cc-pVTZ
level (EDLPNO) was summed with the thermal contribution to
Gibbs free energy retrieved from the ωB97X-D/6-31++G**
frequency calculations (Gthermal

DFT ) (eq 4)

G G GR TS reactantsΔ = −#
(3)

Figure 6. Prereaction complexes of Mcat-based reaction of formaldehyde with formic acid (R7). The blue dotted lines represent hydrogen bonding.
The silica, oxygen, carbon, and hydrogen atoms are shown as purple, red, gray, and white balls, respectively.
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G E GDLPNO DFT DLPNO thermal
DFT= +− (4)

Finally, implementing eq 2 for all possible reaction paths in our
definition of CE resulted in the following general equation

CE
catalyst

e
i

n

i
G G RT

r0 1
r

( )/ir0 r∑
κ

κ=
[ ]

×
=

Δ −Δ# #

(5)

Here, the subscripts “ri” and “r0” denote the surface-based and
gas-phase reactions, respectively, for all n reaction paths, and
CE can be considered dimensionless by expressing catalyst
concentration as the ratio of catalyst pressure in the
atmosphere to the reference pressure used in the Δr

#G
calculations (1 atm), which makes the ratio CE/[catalyst] a
dimensionless number. Table S4 reports the Δr

#G and κr values
of the R7, R8, and R9 reaction paths computed at 198 and 298
K (1 atm) and embedded in eq 5. Based on Table S4, the
tunneling effect is more profound in the case of the gas-phase
reactions and at the lower temperature of 198 K, as expected.
In addition, tunneling varies significantly from one reaction
path to another due to the differences in the barrier heights
and the associated imaginary frequencies. The combined effect
of the variations in barrier height, imaginary frequency, and
temperature leads to κr values ranging from 1.88 to 8.02.
A fact highlighted by Table S4 is that the energy profiles of

the studied reactions are quite sensitive to the thermal
contributions. For example, for the surface-based R7 reaction
paths, the TSs are below the reactants according to their ZPE-
corrected energies but above the reactants in terms of free
energy at 298 K. On the other hand, the thermal contribution
is not sufficient at 198 K to raise the TSs above the reactants.
The thermal contribution at 198 K is naturally lower than that
of 298 K also for R8 and R9. Interestingly, along some reaction
paths of R8 and R9, consideration of thermal contribution
gives surface-based reaction barriers that are lower than the
barrier of the gas-phase reactions, see for example the “r1
(TSM1-FW)” reaction path of R8 at 298 K in Table S4. Table
S4 also shows that mineral dust catalysis reduces the enthalpy
barriers of the reactions (Δr

#H) along most reaction paths,
which is not surprising as enthalpy and ZPE-corrected
electronic energy are similar to each other. However, as
adsorption of the reactants on the surface of mineral dust limits
their translational freedom, the entropy of the reactions (Δr

#S)
decreases on the surface of Mcat and Tcat and the reactions
become entropically less favorable. In the case of R7 and R9
(both at 298 K), the decrease of enthalpy does not compensate
for the negative effect of entropy reduction, while the decrease
of enthalpy can compensate for the impact of entropy
reduction for R7 (198 K), R8 (198 and 298 K), and R9
(198 K).

Since CE depends on the Δr
#G and κr values (see eq 5), the

discussed thermochemical changes are reflected in the CE/
[catalyst] results, which are outlined in Table 1. If we ignore
the effect of catalyst concentration and just focus on the CE/
[catalyst] values, mineral dust seems to be able to catalyze all
three reactions at 198 K. However, the CE/[catalyst] values
clearly show that both Mcat and Tcat inhibit R7 at 298 K by
elevating the reaction barrier. The CE/[catalyst] results also
show that Tcat outperforms Mcat in lowering the barrier
height for all reactions and, therefore, increasing the rate of all
studied reactions. Therefore, if we just rely on the CE/
[catalyst] results, mineral dust would seem to be able to
catalyze all reactions at 198 K and thus enhance SOA
formation. In particular, the CE/[catalyst] values suggest that
each Tcat site can catalyze the R8 reaction up to factors of 9.64
× 105 and 4.35 × 1013 at 298 and 198 K, respectively. The CE/
[catalyst] values of R7 and R9 are also higher at 198 K. In
other words, based on the CE/[catalyst] results, mineral dust
seems to enhance the accretion reactions more significantly at
higher altitudes in the troposphere, where the temperature is
lower. Furthermore, CE/[catalyst] results would indicate that,
at lower altitudes (298 K), dust aerosols would act more
selectively by retarding R7 while enhancing R8 and R9. It
should be added that neither the CE nor the CE/[catalyst]
values depend significantly on the number of the reaction paths
offered by the dust surface, as some reaction paths are far less
feasible than the others, CE is dominated by the most favorable
path (highest rate coefficient k).
Finally, we estimated the catalyst concentrations ([Mcat]

and [Tcat]) to determine whether catalysis of accretion
reactions by mineral dust is an important process in the real
atmosphere. For this purpose, we defined [Mcat] and [Tcat] as
the number concentration of the catalytic sites (number of
Mcat or Tcat sites per volume of air). To find an appropriate
range of values, the typical surface area concentration of dust
aerosol was taken to be 1.0 × 10−6−1.0 × 10−7 cm2 cm−3,
according to the values reported in refs 77−80. Then, the total
number of active sites present in the tropospheric dust aerosols
per unit volume of air (i.e., [catalyst]) was obtained by dividing
this total surface area concentration of mineral dust aerosols by
the surface area of Mcat (25.76 Å2) or Tcat (55.33 Å2)
(calculated using ChemCraft 1.881). The resultant catalyst
concentrations (in cm−3, which should be interpreted as the
number of catalytic sites per cm3 of air) were then converted
into the unit of atm by applying the ideal gas law. As presented
in Table 1, the CE values are below 10−3 for all reactions and
reaction conditions, which shows that mineral dust aerosols
cannot contribute significantly to the progress of atmospheric
accretion reactions of closed-shell compounds. It should be
added that the relatively low concentration of catalytic sites in
the troposphere is not the only reason behind the negligible

Table 1. CE/[Mcat or Tcat] and Estimated CE Values of R7, R8, and R9 in the Presence of Mcat and Tcat at Atmospherically
Representative Concentrations of Catalyst Sites per Unit Volume

CE/[Mcat or Tcat] CE

298.15 K 198.15 K 298.15 K 198.15 K

R7 (Mcat) 2.35 × 10−2 1.92 × 101 3.61 × 10−20−3.61 × 10−19 1.95 × 10−17−1.95 × 10−16

R7 (Tcat) 3.33 × 10−1 8.87 × 102 2.38 × 10−19−3.61 × 10−18 4.20 × 10−16−4.20 × 10−15

R8 (Mcat) 1.05 × 104 7.18 × 1010 1.61 × 10−14−1.61 × 10−13 7.31 × 10−8−7.31 × 10−7

R8 (Tcat) 9.64 × 105 4.35 × 1013 6.87 × 10−13−6.87 × 10−12 2.06 × 10−5−2.06 × 10−4

R9 (Mcat) 5.36 × 10−1 1.41 × 104 8.21 × 10−19−8.21 × 10−18 1.43 × 10−14−1.43 × 10−13

R9 (Tcat) 7.17 × 102 1.98 × 109 5.11 × 10−16−5.11 × 10−15 9.40 × 10−10−9.40 × 10−9
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CE values. Another important reason is that the bimolecular k
values of many of the studied gas-phase and surface-based
reaction paths are lower than 10−37 cm3 molecule−1 s−1, under
tropospheric conditions, with only a few of the R7 reaction
paths reaching k values above 10−20 cm3 molecule−1 s−1. Thus,
even if the relative enhancement of the rates due to the
presence of mineral dust is in some cases enormous, the
absolute reaction rates are still extremely slow in an
atmospheric chemistry context.

4. CONCLUSIONS
To find the atmospheric species or particles that might catalyze
formation of secondary organic aerosols in the troposphere, we
investigated the role of mineral dust in dimerization kinetics of
model closed-shell organic compounds (R7−R9). By analyzing
the reaction mechanism at 0 K, mineral dust was found to have
the potential for enhancing adsorption of the reactants,
directing them toward prereaction complex formation,
reducing the barrier heights and stabilizing the postreaction
complexes. This would strongly increase the formation rate of
dimers that are less volatile than the original organic
compounds. However, inclusion of thermal effects (using a
temperature range of 198−298 K relevant to the troposphere)
leads to a significant decrease in the predicted catalytic effect
due to the entropy penalty associated with clustering of the
reactants with the catalytic sites. The magnitude of this penalty
increases with temperature and thus opposite to altitude in the
troposphere.
If the effect of catalyst (dust aerosol) concentration be

neglected, dust aerosols would enhance the reaction of water
and formaldehyde in the lower part of the troposphere (with
temperatures close to 298 K). In contrast, dust particles tend
to inhibit the reaction of formaldehyde with formic acid. The
reaction of methanol with formic acid at 298 K is only
enhanced if a sufficient number of silica bound hydroxyl
groups be available for stabilizing the reacting species. In the
upper troposphere (with temperatures closer to 198 K),
mineral dust is able to enhance all three studied reactions. In
particular, mineral dust would have a drastic impact on the
reaction of water with formaldehyde toward CH2(OH)2
production if a sufficient amount of mineral dust aerosols be
available. In other words, R8 would have the greatest
contribution to SOA formation in the presence of abundant
mineral dust catalytic sites.
Furthermore, the inherent catalytic effect of reactions R7

(formaldehyde reaction with formic acid), R8 (formaldehyde
reaction with water), and R9 (formic acid reaction with
methanol) were also calculated for molecular clusters of water
(R7, 4.05 × 10−2 and R8, 1.37 × 108) and sulfuric acid (R7,
2.39 × 106; R8, 7.08 × 1024; and R9, 7.43 × 1022) at 298 K,
without including tunneling effects, based on the data of ref 31.
The calculations revealed that when catalyst concentrations are
neglected, sulfuric acid outperforms both mineral dust (Tcat:
R7, 3.13 × 10−1; R8, 9.64 × 105; and R9, 7.17 × 102) and
water in increasing SOA formation through the accretion
reaction of the studied closed-shell organic compounds.
Finally, the reactions were analyzed in a more realistic

context by including the likely concentration range of active
mineral dust sites in the atmosphere, allowing an estimation of
the absolute values for the catalytic effect (CE). This analysis
revealed that dust aerosols are not capable of contributing to
atmospheric SOA formation through accretion reactions. The
reasons for this are the insufficient concentration of active sites,

and the relatively low absolute rate constants of the surface-
based reactions. In contrast, sulfuric acid at atmospheric
concentrations of around 1 × 106 molecule cm−382 is indeed
able to enhance some closed-shell accretion reactions (CE: R7,
9.43 × 10−14; R8, 2.79 × 105; and R9, 2.93 × 103).
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(58) Pöschl, U. Atmospheric Aerosols: Composition, Trans-
formation, Climate and Health Effects. Angew. Chem., Int. Ed. 2005,
44, 7520−7540.
(59) Li, W. J.; Shao, L. Y. Observation of Nitrate Coatings on
Atmospheric Mineral Dust Particles. Atmos. Chem. Phys. 2009, 9,
1863−1871.
(60) Marsden, N. A.; Ullrich, R.; Möhler, O.; Eriksen Hammer, S.;
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