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Highly oxidised organic vapors can effectively stabilize sulphuric acid in het-
eronuclear clusters and drive new-particle formation. We present quantum chem-
ical calculations of cluster stability, showing that multifunctional species can sta-
bilize sulphuric acid and also present additional polar functional groups for sub-
sequent cluster growth. We also model the multi-generation oxidation of vapors
associated with secondary organic aerosol formation using a two-dimensional
volatility basis set. The steady-state saturation ratios and absolute concentrations
of extremely low volatility products are sufficient to drive new-particle formation
with sulphuric acid at atmospherically relevant rates.

1 Background

New-particle formation is the dominant source of particle number in the atmo-
sphere,1–4 and a sufficient number of nucleated particles survive and grow large
enough to make new-particle formation a globally important source of cloud con-
densation nuclei (CCN).5,6 CCN levels and their changes over time in turn con-
stitute a major source of uncertainty in climate forcing.

There is strong evidence that new-particle formation in the atmosphere is as-
sociated with sulphuric acid vapor,4,7–9 suggesting that sulphuric acid (H2SO4,
or SA) is almost always present in the smallest molecular clusters. An excep-
tion is costal regions with abundant iodine.10 Observed new-particle formation
rates cover the range 0.1 < J1.5 < 1000 cm−3 s−1 over a sulphuric acid vapor
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concentration 106 <[SA] < 108 molec cm−3, where J1.5 is the appearance rate
of particles at 1.5 nm mobility diameter.11,12 The two are highly correlated, with
J1.5 vs [H2SO4] showing a log-log slope between 1 and 2, but also showing vari-
ability of more than 1 order of magnitude at any given [SA]. Over this same
range, the sulphuric acid collision rate (JSA) ranges from 102 < JSA < 106 cm−3

s−1. There are also strong indications that organic compounds may be involved in
the nucleation13,14 and growth15 of the smallest clusters. Here we shall explore
the role of organics, focusing on the potential for gas-phase oxidation to generate
organic compounds that can enhance new-particle formation and growth.

A significant challenge regarding oxidised organic compounds is the huge
number of different compounds present in the atmosphere.16,17 Thus, if organics
are involved in nucleation and/or growth of the smallest molecular clusters, it
is important to identify the critical properties of those organics, and probably to
understand how the diversity of compounds and properties influences the role of
organics.

The diversity of organic properties is also important to the formation and at-
tributes of secondary organic aerosol (SOA). One approach to confronting the
diversity of ambient organic compounds is to group them based on their va-
por pressure (volatility), using a formalism known as the Volatility Basis Set
(VBS).18 The VBS emerged from a paper in the Atmospheric Chemistry Fara-
day Discussion (130) that identified the continuous effect of oxidation chemistry
on the organic volatility distribution as a potentially critical part of the SOA at-
mospheric lifecycle.19 That work also identified multi-generation gas-phase ox-
idation of organics as a potentially important source of extremely low volatility
compounds (ELVOC),19 which has subsequently been verified in experimental
studies designed to isolate later-generation aging effects.20,21 Those ELVOC will
play a prominent role in this work.

In the VBS, organics are grouped in decadally spaced “volatility bins” for
both SOA production22,23 and Primary Organic Aerosol (POA) emission,24,25

and the chemical evolution can be modeled with simplified mechanisms.26 How-
ever, the single dimension of volatility is ill suited to describing progressive oxi-
dation, and so a second dimension describing oxidation has been discussed, using
either the mean oxidation state of carbon OSC = 2O:C−H:C,17,27 or the oxygen
to carbon ratio (O:C).28–30 The 2D-VBS ansatz is that pure-component volatility
(Co) and carbon oxidation state (OSC) alone can reasonably describe the prop-
erties of the highly complex mixture of organic molecules comprising organic
aerosol, though there may be hundreds of thousands of different organic com-
pounds involved. A corollary, however, is that the diversity of properties of the
organics (for example the volatility distribution) is itself fundamentally important
to organic-aerosol behaviour.

While the VBS was formulated to represent the bulk equilibrium thermody-
namics of OA partitioning, it also can be used to represent the dynamics of or-
ganic condensation, including the effect of curvature on net condensation for very
small particles.31 It is not obvious that saturation vapor pressure alone should de-
scribe the interactions of oxidised organic compounds and sulphuric acid in the
smallest clusters of only a few molecules, where specific hydrogen bonding in-
teractions are likely to dominate. However, here we shall consider the possibility
that volatility and oxidation state together are also a reasonable indicator of the
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degree to which organics can contribute to new-particle formation.

2 Theory

The essential features of condensation to a bulk phase were presented in the units
common to organic-aerosol dynamics by Donahue et al.31 The net flux of a com-
pound labeled i to unit surface area of a particle is:

Fi = vD αi [Cv
i −ai KCo

i ] = vD Co
i αi [Si−ai K(Dp)] (1)

Where vD is a characteristic condensation velocity, αi is the mass accommodation
coefficient of the molecule on the surface (typically assumed to be 1), Cv

i is the
vapor-phase mass concentration, and Co

i is the saturation concentration. Si is the
saturation ratio, Si =Cv

i /Co
i , and ai is the activity of the species at the condensed-

phase surface.
The velocity (for diameter change) in Eq. 1 for a 200 g/mole compound

with a density of 1.4 g/cc is: vD = 0.226
(
nm hr−1)/

(
ng m−3

)
. We use units

of nm hr−1 because growth rates during new-particle formation events are ex-
pressed in those units, typically ranging from 1-10 nm hr−1 depending on parti-
cle size and ambient conditions.4,32 In addition, the condensation sink for vapors
to particle surfaces ranges from 0.1-100 hr−1 under a wide range of conditions in
the atmosphere.11,33,34 Eq. 1 is fundamentally about evaporation, and an impor-
tant scaling can be found by assuming that a surface monolayer changes diameter
by about 0.8 nm, this means that a species with a concentration of Co ∼ 4ng m−3

will cause condensation at a rate of approximately 1 monolayer per hour. If this
species is in equilibrium, it also indicates a characteristic molecular evaporation
lifetime of 1 hr from a flat surface.

The term K(DP) describes the Kelvin effect, the increase in the equilib-
rium saturation concentration, for particles with diameter Dp. This scales with a
“Kelvin Diameter”, DK . Assuming a surface tension σ = 0.03 N m−1:

K = exp(DK/Dp) ; DK = (4σM)/(RT ρ)' 7nm (2)

Thus, at the bulk limit, 3 nm diameter spheres (containing roughly 64 molecules
with a molar weight of 200 g/mole and a density of 1.5 g/cc) will increase volatil-
ity by 1 order of magnitude and 1.5 nm spheres (with roughly 8 molecules) would
increase volatility by 2 orders of magnitude, were bulk behavior a sensible de-
scriptor for such a tiny object.

The Kelvin term is central to classical nucleation theory,35–37 as any sphere
in a single-component system with Si > K(Dcrit) will grow without limit, and nu-
cleation is governed by the equilibrium distribution of particles with Dp = Dcrit at
that given Si. Furthermore, for new-particle formation in the atmosphere, super-
saturation is governed in almost all cases by a steady state between chemical pro-
duction of condensible vapors and condensational loss of those vapors to larger
background aerosol particles, which dominate the overall surface area.

While the surface tension σ = 0.03 N m−1 is typical of many organic com-
pounds, independent of polarity,38 its role here is more for illustration than cal-
culation. We do not know the structure of condensing organic compounds, and as
we shall argue their interactions with sulphuric acid molecules are of paramount
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importance; thus DK effectively subsumes uncertain properties into a single al-
beit rough scaling factor. It is more important that accurate quantum chemical
calculations are becoming feasible for molecular clusters similar in size to that
expected for K(Dp)' 100.39 It is thus now possible to probe interactions at the
Kelvin scale computationally and to eliminate unphysical extrapolations of bulk
properties.

Multi-component nucleation is more complicated, but at the classical limit
largely reduces to calculation of the activity coefficient γi for small clusters with
rapidly changing composition. However, the logical starting point is for a more
or less ideal mixture, where γi = 1. This is an especially sensible when consid-
ering highly oxidised, low-volatility organic vapors that one might find in the
atmosphere. There are thousands of different molecules16,17 associated with or-
ganic aerosols, and so we must resort to broad average properties to render the
problem tractable (and, conversely, if average properties are not valid and instead
only a few select molecular types participate in new-particle formation, then the
formation rate would be inconsequential).

For bulk organic aerosol conditions, organics with O:C > 0.33 and low volatil-
ity (Co < 300 ng m−3) will on average have activity coefficients very near 1 in the
organic mixture.28 Assuming a very rich mixture of molecules, we can usefully
define an effective saturation ratio

Seff
i =

1
Co

i

Co
j≤Co

i

∑
j

Cvap
j (3)

To the extent that these compounds do form an ideal mixture, an effective su-
persaturation over some critical threshold, broadly between 10 and 1000 (a few
molecules), would ensure “quasi-homogeneous” nucleation of purely organic
particles.

More scaling is in order for these units. A mass concentration of 3ng m−3 is
equivalent to a mass fraction of 3 ppt, and if these molecules have a molar weight
of order 300 g/mole, that corresponds to a mole fraction of 3×10−14, or a number
density of roughly 107 molecules cm−3 at STP. In this discussion we will assume
a collisional rate constant for relatively heavy molecules of order kcol ' 10−10

cm3 molec−1 s−1 = 3.6× 10−7 cm3 molec−1 hr−1. Thus molecules and small
clusters will collide with condensible molecules that have a concentration of 107

molecules cm−3 with a frequency of 10−3 s−1, or 3.6 hr−1.
If we consider that all compounds likely to be involved in nucleation are of

sufficiently low volatility that they stick to background aerosols with nearly unit
probability, then the steady-state concentration of these “nucleator” vapors will
be given by the simple steady-state relation:

Css
i =

Pi

CS
; Sss

i =
Pi

CSCo
i

(4)

If we consider an arbitrary threshold of 0.3ng m−3 (106 molec cm−3) for a
saturation concentration and S = 10 for a critical saturation ratio for organics
to participate in new-particle formation, along with a condensation sink of 10
hr−1, condensible organic vapors would need to have a production term Pi =
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30ngm−3 hr−1. This is a small fraction of the secondary organic aerosol forma-
tion rate.

Organic vapors will certainly nucleate quasi-homogeneously when Seff rises
to some critical value. However, under atmospheric conditions that homogeneous
organic nucleation rate may be negligible. Because of the strong indications that
sulphuric acid is involved in atmospheric new-particle formation, it is likely that
the activity coefficient for mixtures of sulphuric acid and the relevant organics is
significantly less than 1, allowing nucleation at much lower values of Seff. It is
also almost certain that water molecules are present in the small clusters. How-
ever, ambient observations reveal no strong dependence of observed new-particle
formation attributable to relative humidity,40 nor does bulk SOA show a strong
humidity dependence in the laboratory41 or and the field (below 80% RH).42

Consequently, because the treatment here is semi-empirical, we shall overlook
the role of water vapor until there is empirical evidence of an important role.

3 New-Particle Formation and sulphuric Acid

Stipulating that sulphuric acid vapors are involved in the formation of nucleating
clusters, the variability in observed new-particle formation rates is thus likely
driven by varying levels of stabilizing agents for sulphuric acid clusters. Those
stabilizing agents may be bases (ammonia or amines)3,43 or oxidised organic
vapors,14,44 among other things, though here we are focused on the potential role
of hydrogen bonding oxidised organic vapors. If two sulphuric acid molecules
are typically involved in very small clusters, we can define an operational new-
particle formation rate:

Jnpf = fnpf kcol[SA]2; 0.0003≤ fnpf ≤ 0.03 (5)

where fnpf described the fraction of the sulphuric acid dimer formation rate that
ends up with new-particle formation (the apparent survival probability of sul-
phuric acid dimers).3 Consequently, in this discussion we shall explore two re-
lated hypotheses: organic vapors are (or can be) intimately involved in each step
of new-particle formation and growth; or, inorganic sulphate salts form seeds for
heterogeneous nucleation of organic vapors at very small sizes (Dp � 3 nm).

New-particle formation rates are typically specified for mobility diameters
of 1.5 nm4,14 or 1.7 nm,2 based on a combination of the minimum size cutoff
of state-of-the-art particle counters and inference about the “critical cluster” size
for nucleation. The mobility diameter is larger than the physical diameter by
approximately 0.3 nm due to the finite size of air molecules through which par-
ticles move during mobility measurement;45 in this discussion we use physical
size. Observed growth rates over this size range are of order 1-2 nm hr−1.4 Very
small clusters thus must remain suspended in air for a long time – tens of min-
utes or more – before growing via condensation. Thus, the relevant timescales
for evaporation and coagulational loss are of that order. Furthermore, clusters
with short evaporation lifetimes (minutes or less) have no hope of growing.
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Condensation sink ~ 10/hr for condensible gases

1.5 nm
8 molecules 3 nm

64 molecules 10 nm
2400 molecules

10/hr

5/hr
3.5/hr

1.2/hr

0.2/hr

1.2 nm
4 molecules?

Fig. 1 Nucleation process for organics (green) and sulphuric acid (red). Diameters are
physical diameters (mobility diameters are ∼ 0.3 nm larger). Typical growth rates,
especially for Dp ≤ 3nm, are of order 1-2 nm hr−1. Coagulational loss is the dominant
process below this size; thus, even with no evaporation of small clusters, only a small
fraction reach the operational threshold for particle formation (1.2 nm . Dp . 1.5nm).

4 Coagulational Loss

Coagulation losses above the operational nucleation threshold but below the min-
imum size of microphysics modules in chemical transport models are typically
treated via the parameterization of Kerminen and Kulmala.46 However, coagula-
tion loss below this threshold is thus part of the new-particle formation process
leading up to the empirically observed rate at (mobility) diameters of 1.5 or 1.7
nm. Here we shall shall argue that coagulation is the dominant contributor to fnpf

and thus that there is very little room for significant evaporation of small clusters.
For this discussion we shall consider an example case with fairly vigorous

new-particle formation (for a boreal-forest environment), with [H2SO4] = 107

molec cm−3, CS = 10 hr−1, and different levels of condensible organic vapors.
New particle formation rates under these conditions span the range 1 < J1.5 <
30 cm−3 s−1 cm−3 s−1,4,14 while JSA = 104 cm−3 s−1, so 10−4 ≤ fnpf ≤ 3×
10−3, the arrival frequency of sulphuric acid vapors is 10−3 s−1 = 3.6 hr−1, and
the growth rate from sulphuric acid condensation alone is approximately 0.3 nm
hr−1. If additional vapors are condensing more rapidly than sulphuric acid (with
a ratio Γ ' 3),47 the timescale for small cluster growth (doubling of size) via
condensational growth is of order 1/3 hr, so the “loss” term for growth is of order
3 hr−1.

On its face, this would suggest that of order 0.1% of the sulphuric acid col-
lisions result in new-particle formation. However, ambient measurements also
indicate that the smallest clusters grow slowly, at roughly 1 nm hr−1 or less.4

Consequently, one must account for the loss of these smallest clusters to larger
particles (i.e. coagulation). As shown in Fig. 1, the loss rate of small clusters is
appreciable. If the first nanometer of growth (to particles with a physical diameter
of roughly 1.5 nm) takes as much as 2h, and loss to the condensational sink av-
erages 4 hr−1, then the survival probability of these clusters against loss to larger
(accumulation mode) particles is exp(−8) = 3.3× 10−4. Thus, if growth of the
smallest clusters is governed by sulphuric acid vapor it appears likely that most
of the nucleating fraction fnpf may be determined by coagulation of the small-
est (most diffusive) clusters. This is entirely consistent with the findings from
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Fig. 2 Two dimensional volatility-oxidation space for organics. The x-axis is saturation
concentration (in µgm−3) with a secondary axis showing the approximate saturation
number density. The y-axis is the average oxidation state of carbon atoms in a molecule
(OSC = 2O:C−H:C), with a secondary axis showing approximate O:C for species with
alternating =O and -OH functional groups. Contours show average carbon number (nC,
black) and average oxygen number (nO, green), while colored regions indicate broad
classes. Intermediate volatility organics (IVOC) are entirely in the gas phase under
ambient conditions; Semivolatile organics (SVOC) are significantly in both phases, Low
volatility organics (LVOC) have small gas-phase fractions, and Extremely low volatility
organics (ELVOC) are only in the gas-phase because of steady-state disequilibration
from gas-phase formation. One such process is gas-phase oxidation of cis-pinonic acid
by OH radicals to produce the triacid MBTCA, as shown. This oxidised, ELVOC region
may be a “nucleator region” where organics can assist sulphuric-acid nucleation;
alternatively, organics with nO & 5−6 may be needed, but these definitions are similar.

Chen et al.3 showing that sulphuric acid forms a semi-stable dimer and a stable
heterodimer, and there is evidently no other evaporation loss.

It follows from the preceding argument that evaporation must be negligible
for all or almost all of the nucleation process, compared with the condensation
timescales. Otherwise the empirical nucleating fraction would be even lower than
observed. Pure sulphuric acid nucleation is far to slow to account for observa-
tions,2 almost certainly because evaporation of the smallest SA clusters is too
rapid. Thus for oxidised organics to play a substantial role in nucleation, they
must form very stable clusters with sulphuric acid, with evaporation lifetimes of
many minutes under standard conditions.

5 Organic Aging and Nucleation

Here we shall consider oxidation of cis-pinonic acid and other first-generation
pinene oxidation products by OH in the gas phase to produce second-generation
gas-phase products with multiple polar functional groups capable of forming sta-
ble heterodimers with sulphuric acid but also capable of continued growth to
larger, equally stable clusters. Previous studies have shown that “aging” of α-
pinene secondary organic aerosol (SOA) can significantly enhance bulk SOA
levels21,48,49 and that gas-phase oxidation of specific first-generation tracers such
as cis-pinonic acid by OH radicals can lead to rapid formation of highly oxidised
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species such as 3-methyl-1,2,3-butanetricarboxylic acid (MBTCA).20,50

In Fig. 2 we place these two species in a two-dimensional volatility oxida-
tion space (2D-VBS) used to describe complex oxidation and phase partitioning
of organic systems.21,27,28,51 The 2D-VBS is shifted toward very low volatility
species, with contours showing a range of carbon and oxygen numbers. Depend-
ing on the method used to estimate its vapor pressure, MBTCA falls in the range
0.1≤Co ≤ 3 ng m−3.

While MBTCA is a relatively minor product of cis-pinonic acid oxidation,20,50

there is strong evidence that aging of SOA species in general produces highly
oxidised species,45,51 and the tendency of the “oxidised organic aerosol” (OOA)
to decarboxylate after vaporization at 600 ◦C indicates many of the oxygenated
functional groups are organic acids or even diacids.52 It is not certain that OOA
formation occurs wholly via gas-phase oxidation,53 but observational54,55 and
modeling30 studies suggest that gas-phase oxidation can be a major contributor.

This is potentially a recipe for generating supersaturation of organics that can
participate in nucleation; low yields of very low volatility species can still lead
to high supersaturations. While the fractional yields of ELVOC products may
be low, oxidation may still produce substantial supersaturation. The “bins” in
the 2D-VBS are separated by decades in volatility; if the mass yield into a less
volatile bin is more than 10% of the yield into its more volatile neighbor, the
resulting supersaturation in that bin will be higher. Thus product yields must
decrease by more than one order of magnitude per decade for the resulting super-
saturations to decrease. However, below some limit, products may be supersatu-
rated, even homogeneously nucleating, but irrelevant. As we shall argue below,
a practical lower limit to the organic vapor number density is of order 106 cm−3,
so species with Seff ' 100 would have Co ' 3×10−6 µgm−3 – a very small value,
but less than halfway through the “nucleator region” shown in Fig. 2.

5.1 quantum chemistry modeling

Quantum chemistry calculations using the method combination B3LYP/CBSB7
// RI-CC2/Aug-cc-pV(T+d)Z39 show that organic compounds with a significant
number of polar functional groups can form stable clusters with sulphuric acid,
while less oxidised organics are are substantially less effective in this capacity.
For example, MBTCA and sulphuric acid can form a stable, 302 amu cluster,
as shown in Fig. 3, with heterodimer evaporation rates four orders of magnitude
lower than pure sulphuric acid dimer clusters (and 5 orders of magnitude lower
than pure MBTCA dimer clusters). The key elements to forming stable clusters
that can also grow are first and foremost the ability to form strong hydrogen
bonds, as shown in Fig. 3, most notably via carboxylic-acid moieties, but also
multiple such moieties so that stable heterodimers are not a “dead end” but rather
present addition hydrogen-bonding sites for cluster growth via addition of either
sulphuric acid or additional organic acids.

While it is not obvious that a low saturation vapor pressure is an essential
attribute for stabilization of sulphuric acid clusters, we shall show that for or-
ganic vapors, stabilizers that facilitate both clustering and subsequent growth for
the most part do have a low saturation vapor pressure as well. Though ammo-
nia is quite effective, this requires a dissociation reaction to make ammonium
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Fig. 3 Stable clusters of MBTCA and sulphuric acid . Both 1:1 and 2:2 MBTCA
sulphuric-acid heteromer clusters are substantially more stable than pure clusters of
either constituent. Strong hydrogen bonding networks stabilize the clusters, with
evaporation rates up to 4 orders of magnitude lower than sulphuric acid dimer
evaporation rates, and the large number of hydrogen bonding moieties on the molecules
enables continued growth via condensation of similar species.

bisulphate clusters, which only occurs in clusters with a few sulphuric acid and
ammonia molecules.2,43 Stable clusters involving organic acids and sulphuric
acid do not require a chemical reaction; they rely on hydrogen bonds only. Con-
sequently, if three acid moieties are required to form a stable cluster that can also
grow, the resulting molecules can hardly avoid having a very low saturation vapor
pressure.

It also appears that low volatility organic compounds produced via atmo-
spheric oxidation reactions do have the appropriate attributes for cluster forma-
tion and growth. There is strong evidence that oxidised organic aerosol (OOA)
comprises a high degree of carboxylic acid functionality, so being in the upper
left region of the 2D-VBS may be a necessary and sufficient condition for a vapor
to participate in new-particle formation. Thus, while we do not expect a perfect
correlation between low volatility and the ability to stabilize sulphuric acid clus-
ters, the region shown as “nucleator region” in Fig. 2 is roughly the region where
molecules should have more than 5-6 oxygen atoms, and many should thus form
strong hydrogen bonds with multiple bonding partners.

The boundaries of this region are also quite uncertain. The low O:C boundary
is motivated by the evident role of polar moieties, but because gas-phase produc-
tion of less oxidised ELVOC species is unlikely to be significant, that boundary is
functionally irrelevant. The boundary at the ELVOC-LVOC demarkation is also
vague, and in practice will be treated as adjustable in parameterizations; however,
as we shall show below calculations suggest that reasonable conditions can lead
to effective supersaturations near 100 at the boundary shown here.

5.2 2D-VBS modeling

A final question to address is whether reasonable gas-phase oxidation chemistry
can produce a sufficient quantity of gas-phase vapors in steady state with ap-
propriate properties to participate in atmospheric new-particle formation. Con-
sequently, we implemented an oxidation scheme for cis-pinonic acid vapors in
the 2D-VBS model described in Donahue et al., 2012.21 Here, we assume that
the first-generation oxidation products of cis-pinonic acid all retain 10 carbon
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Fig. 4 Modeled effective saturation ratios for products of cis-pinonic acid oxidation as a
function of Co and [OH] under typical conditions. The ELVOC (“nucleator”) limit is
indicated with a dashed vertical line; products in this region have cumulative saturation
ratios over 100 for all conditions (the total number density is > 108 molec cm−3).

atoms (they all fall of the “functionalization” branch of the oxidation chemistry)
but later generation products behave as described in previous publications, with
a probability of product fragmentation rising with increasing O:C.21,51 We con-
sider oxidation of 3-20 ppb of cis-pinonic acid for 105 < [OH] < 107 cm−3. The
condensation sink at the Hyytiälä boreal-forest research station ranges between
2 hr−1 (10% cumulative probability) and 11 hr−1 (90%), with a median value of
6.5 hr−1.11,56 Here we assume a condensation sink of 10 hr−1, which is in the
range of the Hyytiälä data and also close to the condensation sink of the CLOUD
experiment at CERN.2

In Fig. 4 we show the resulting modeled effective organic saturation ratios
given in Eq. 3 for different OH levels and cis-pinonic acid = 20 ppbv. For this
simulation, organics in the “nucleator region” have a supersaturation above 100
for all [OH], with supersaturation increasing with increasing OH as expected.
This means the total gas-phase number density of species in this region is > 108

cm−3. Thus, under conditions similar to those encountered in remote environ-
ments, gas-phase oxidation of first-generation SOA vapors can produce a suffi-
cient steady-state burden of oxidised condensible products to contribute to new-
particle formation.

It is likely important that the oxidised organic vapor concentrations exceed
the sulphuric-acid vapor concentrations (for the example case under considera-
tion here, where [SA] = 107 cm−3). Quantum calculations show that small clus-
ters with organic:SA > 1 are much less stable than those with 1:1 stoichiometry.
However, as there is no chemical reaction taking place but rather formation of an
H-bond network, there is no reason to expect a strict stoichiometric equivalence.
Thus it seems likely that nucleation involving sulphuric acid and organics under
conditions with excess organic vapors will occur with clusters containing more
organic species than sulphuric acid, within some range defined by the stability of
the small clusters.

The model results shown in Fig. 4 show Seff > 100 for condensible organic
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Fig. 5 Overall process of new-particle formation and growth involving association of
oxidised organics and sulphuric acid. Initial stable cluster formation requires rare but
highly oxidised, extremely low volatility organics. As clusters grow, progressively more
common but also more volatile species can contribute to growth, until at some size near
10 nm the particle organic composition begins to resemble bulk organic-aerosol
composition. In this illustration, a highly oxidised C10 keto-diacid and/or MBTCA (C8
triacid) may stabilize the smallest clusters (dark green spheres) while more volatile
species like pinic acid (C9 diacid) may contribute to growth below 10 nm. Volatile
species such as cis-pinonic acid (C10 keto acid) partition only to larger particles, if at all.

vapors (oxidised ELVOC). This also means that, regardless of the composition
of the nucleating core, once the cluster reaches approximately 1.5 nm diameter,
the core will be an effective heterogeneous nucleus for continued condensation of
organic vapors. With increasing particle size, progressively more volatile organic
vapors will be able to condense, as described in Donahue et al..31 As the particles
grow, progressively smaller values of Seff will be required to support continued
growth, and even more volatile constituents will rapidly reach an equilibrium
activity as Raoult law mixing offsets the Kelvin term. Thus, at a relatively small
particle size, dependent on conditions, subsequent particle growth is likely to
decouple from the sulphuric acid condensation rate; if condensible organic vapor
concentrations are larger than sulphuric acid vapor concentrations, the particle
composition will thus become progressively more dominated by oxidised organic
compounds.

6 Conclusions

Quantum chemical calculations show that highly oxidised polycarboxylic acids
can make strong hydrogen bonds with sulphuric acid and form stable molecular
clusters, leading to new-particle formation in the atmosphere. In addition, a 2D-
VBS model of SOA “aging” – simplified as gas-phase oxidation of cis-pinonic
acid by OH radicals – generates a sufficient supersaturation of condensible ox-
idised organic vapors to support nucleation and growth in this mixed organic-
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sulphuric acid system.
Schematically, the wide range of properties exhibited by oxidised organic va-

pors is a central element governing the behavior of growing particles, as shown
in Fig. 5. Rare but strongly binding vapors can stabilize clusters with sulphuric
acid down to the 1:1 heterodimer, while progressively more volatile but also more
common organics can help drive subsequent growth. While large vapor concen-
trations of these organics are not required, roughly pptv levels are. Thus, it is
unlikely that certain special compounds drive the process but rather that, collec-
tively, a large body of oxidised ELVOC compounds are formed via gas-phase
oxidation chemistry at a sufficient rate to drive the process.
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9 M. Sipilä, T. Berndt, T. Petäjä, D. Brus, J. Vanhanen, F. Stratmann, J. Patokoski, R. L. Mauldin,
A.-P. Hyvärinen, H. Lihavainen and M. Kulmala, Science, 2010, 327, 1243–1246.

10 G. McFiggans, C. S. E. Bale, S. M. Ball, J. M. Beames, W. J. Bloss, L. J. Carpenter, J. Dorsey,
R. Dunk, M. J. Flynn, K. L. Furneaux, M. W. Gallagher, D. E. Heard, A. M. Hollingsworth,
K. Hornsby, T. Ingham, C. E. Jones, R. L. Jones, L. J. Kramer, J. M. Langridge, C. Leblanc,
J.-P. LeCrane, J. D. Lee, R. J. Leigh, I. Longley, A. S. Mahajan, P. S. Monks, H. Oetjen, A. J.
Orr-Ewing, J. M. C. Plane, P. Potin, A. J. L. Shillings, F. Thomas, R. von Glasow, R. Wada, L. K.
Whalley and J. D. Whitehead, Atmospheric Chemistry and Physics, 2010, 10, 2975–2999.

11 M. Dal Maso, M. Kulmala, I. Riipinen, R. Wagner, T. Hussein, P. Aalto and K. Lehtinen, Boreal
Environment Research, 2005, 10, 323–336.

12 I. Riipinen, S.-L. Sihto, M. Kulmala, F. Arnold, M. Dal Maso, W. Birmili, K. Saarnio, K. Teinila,
V. M. Kerminen, A. Laaksonen and K. E. J. Lehtinen, Atmospheric Chemistry and Physics, 2007,
7, 1899–1914.

13 B. Bonn, M. Kulmala, I. Riipinen, S. L. Sihto and T. M. Ruuskanen, Journal of Geophysical
Research-Atmospheres, 2008, 113, D12209.

14 A. Metzger, B. Verheggen, J. Dommen, J. Duplissy, A. S. H. Prevot, E. Weingartner, I. Riipinen,
M. Kulmala, D. V. Spracklen, K. S. Carslaw and U. Baltensperger, Proceedings of the National
Academy of Sciences, 2010, 107, 6646–6651.

15 I. Riipinen, T. Yli-Juuti, J. R. Pierce, T. Petäjä, D. R. Worsnop, M. Kulmala and N. M. Donahue,
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33 M. Kulmala, A. Toivonen and J. Mäkelä, Tellus B, 1988, 50, 449–462.
34 M. Kulmala, L. Laakso, K. E. J. Lehtinen, I. Riipinen, M. Dal Maso, T. Anttila, V.-M. Kerminen,
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