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The main pathway of new-particle formation in the atmosphere is likely to begin from small sulfuric acid
clusters stabilized by other compounds, such as ammonia or amines. Here, we present the results of first-
principles molecular dynamics simulations probing the stability and dynamics of (sulfuric acid)(ammo-
nia/dimethylamine) clusters with two, three and four sulfuric acid molecules and a varying number of the
bases. In each of the eight simulated clusters, an energetic equilibrium was reached and 35 ps of equilib-
rium data was collected in the NVTðT ¼ 300 K) ensemble. The clusters exhibited pronounced thermal
motion including rotations of the molecules within the clusters. Regardless of the continuous movement,
the clusters stayed bound together. The calculated electric dipole moments were found to be sensitive to
the thermal motion and consequently, large fluctuations were observed. In addition, the vibrational spec-
tra for all the clusters were determined, indicating that the thermal motion differs from purely harmonic
motion.

� 2013 Elsevier B.V. All rights reserved.
1. Motivation

Currently, one of the most pressing research problems the sci-
entific community faces is the formation and growth of atmo-
spheric aerosol particles. For example, some of these tiny
particles take part in the processes deteriorating the quality of
air, directly affecting the daily lives of millions of people [1]. On
a grander scale, aerosol particles are intimately tied to the climate
and climate change via different radiative processes [2]. The
numerous and interconnected feedback mechanisms, ranging over
several orders of magnitude in space and time, make aerosol parti-
cle formation and its consequences very elusive to study, both
experimentally and theoretically [3]. Here, we adapt bottom-up
approach to tackle the phenomenon: we present results from
first-principles molecular dynamics simulations of atmospheric
sulfuric acid clusters – thus concentrating on the smallest space
and time regimes of sub-nanometer and -nanosecond.

The main driving agent of new-particle formation in the
atmosphere is sulfuric acid [4,5]. However, the measured ambient
concentrations of sulfuric acid are several orders of magnitude too
small for it to alone explain the observed new-particle formation
events and the acid alone does not account for most of the further
aerosol particle growth either [6,7]. Traditionally, the explanation
for the observations has been sought from some combination of
sulfuric acid, water and ammonia ‘‘nucleating particles’’ [8]. The
role of ions has also been extensively discussed [9,10]. However,
state-of-the-art laboratory measurements concluded that sulfuric
acid particle formation enhanced by ammonia and ions cannot ex-
plain the boundary-layer formation events [11]. Recently, the par-
ticipation of various amines in the process has drawn a lot of
attention. Theoretical studies, motivated by filter sample findings
[12], first suggested that amines, such as dimethylamine, stabilize
the smallest sulfuric acid clusters much more strongly than the
standard candidate ammonia, and thus possibly enhance the parti-
cle formation more effectively [13,14]. The suggestion was later
strengthened by various experiments, and further experimental
and theoretical work has studied the clusters of sulfuric acid and
amines [15–22]. The current paper continues this line of research:
we focus on the dynamics and stability of sulfuric acid–ammonia
and sulfuric acid–dimethylamine clusters.

The bulk of the previous theoretical studies have been static
structure optimization calculations [23]. In such calculations, one
typically tries to find the global minimum energy cluster as a func-
tion of the molecular coordinates, that is, to find the arrangement
of the molecules in the cluster which minimizes the electronic
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ground state energy. Once such a cluster is found, all the molecular
vibrations are often assumed to be harmonic. In addition, the clus-
ters are most often assumed to rotate rigidly and the translational
degrees of freedom are taken to be those of an isolated ideal gas
particle. The partition function is then constructed under these
assumptions, yielding various thermodynamical quantities via
the machinery of statistical mechanics. This scheme includes the
temperature and entropy into the electronic structure calculations,
thus effectively interpolating the results from T ¼ 0 K to, say,
T ¼ 300 K. The main shortcoming of the scheme is the lack of de-
tailed and non-ideal descriptions of the kinetic energy contribu-
tions. To address this issue and to obtain insight on how the
small clusters behave when the temperature and the kinetic en-
ergy are explicitly taken into account, we performed first-princi-
ples molecular dynamics (FPMD) simulations. One prior attempt
has been performed to use FPMD on atmospheric (sulfuric acid)
(base) clusters [24]. In that investigation, the threshold of proton
transfer in hydrated sulfuric acid clusters (up to two acid mole-
cules with six water molecules) with various bases was studied.
The results differed partly from standard quantum chemical results
[14], possibly due to the dynamical effects, demonstrating that
dynamics of atmospheric sulfuric acid clusters should be studied
in more detail.

Here, we extend the body of atmospherically relevant FPMD
simulations in both size and simulation time: the largest cluster
studied here contains four sulfuric acid and four dimethylamine
molecules, and equilibrium data was collected for all the clusters
for 35 ps (the simulation details are given in Section 2). To achieve
this, one compromise had to be made: the exclusion of water.
Although in the atmosphere there are several orders of magnitude
more water than sulfuric acid, ammonia or dimethylamine, not
much is currently known about the hydration state of the clusters
formed by the latter molecules. Agreeably, FPMD would be a good
method to investigate the role of water in the clusters, especially as
water is often lost from small clusters during detection in the
experiments. However, the inclusion of water molecules would in-
crease the computational cost and complexity significantly, and
thus it is left for future studies. Furthermore, as the main goal of
the present paper is to study the dynamics and stability of sulfuric
acid clusters, the exclusion of water might be a good first order
approximation as the binding of sulfuric acid with water is consid-
erably weaker than with ammonia or dimethylamine.
2. Simulations

We performed Born–Oppenheimer based first-principles
molecular dynamics simulations, where the atomic nuclei evolve
in time according to the classical equations of motion. However,
the forces driving the dynamics are calculated from electronic
structure theory [25,26]. All the simulations were performed using
the CP2K program package (www.cp2k.org) and the forces were
calculated within Kohn–Sham density functional theory as imple-
mented in the Quickstep [25] module of CP2K. We used the PBE
functional [27], which has been previously shown to work well
for polar hydrogen-bonding liquids [28,29] and recently in the con-
text of atmospheric clusters [30,31]. The density functional was
used with a dual basis set method [26]: a doubly polarized tri-
ple-f Gaussian-type basis set in real-space and a plane-wave basis
set with a cut-off of 600 Ry in the momentum-space. Norm-con-
serving GTH pseudo-potentials were used for the core electrons
[32]. The convergence criteria for the wavefunction was 10�7 Har-
trees. The size of the simulation box was 20� 20� 20 Å3 in all of
the simulations.

Once the forces were obtained, the system was propagated in
time with a timestep of 0.5 fs in the canonical NVT ensemble. The
temperature was set to the ambient T ¼ 300 K where every degree
of freedom was controlled by individual Nosé–Hoover chain ther-
mostats [33] with a coupling constant of 2000 cm�1. The canonical
ensemble was chosen as we wanted to observe how the small clus-
ters behave under constant temperature. Especially, we were inter-
ested to see how the presumably stable clusters responded when
the system possessed kinetic energy at T – 0 K conditions. Guided
by a recent quantum chemical study [18], which extensively
searched for the most stable molecular clusters, we chose six (sul-
furic acid)m(base)n clusters (with m ¼ 2;3;4) separately with the
two base molecules, ammonia and dimethylamine (henceforth,
sulfuric acid will be abbreviated as SA, ammonia as Amm and
dimethylamine as DMA). In this size range, the (SA)m(Amm)n clus-
ters with n ¼ m� 1, and the clusters of (SA)m(DMA)n with n ¼ m
were found to be the most stable ones [18]. In addition to these
six clusters, we included the clusters of (SA)3(Amm)3 and (SA)2

(DMA)1 into this study, as the stability of these clusters was very
close to the most stable ones [18], and further, it extended our data
set in a way that we were able to directly compare the roles of the
base molecules in the clusters of (SA)2(base)1 and (SA)3(base)3.

We took the initial geometries from the literature [18] and opti-
mized the clusters with the level of theory used in the simulations.
While it is true in general that the minima found with different
methods are not necessarily the same, here this matter is of sec-
ondary importance: the optimized initial clusters were only used
as starting points for the equilibration simulations. To be able to
draw meaningful physical conclusions based on the simulations,
the clusters need to be first equilibrated. Thus, only after the clus-
ters had successfully reached an energetic equilibrium, 35 ps pro-
duction run simulations were performed. All the analysis is based
on the production runs. The results of the simulations are pre-
sented in the following section: first, we discuss the energetic
and structural properties observed in the simulations, after which
we focus on the electric dipole moments and on the vibrational–
rotational spectra.
3. Results and discussion

3.1. Energetics and structural considerations

One of the motivating questions behind this investigation was
to find out how the presumably stable atmospheric small clusters
behave if the temperature is taken into account explicitly. One fun-
damental way to answer this question is to look at the energetics of
the clusters. In Figs. 1 and 2 one can see the potential energy as a
function of time over the whole trajectory for all the studied
ammonia- and amine-containing clusters, respectively. There are
at least two interesting features to notice.

First, an energetic equilibrium is reached in all of the clusters.
Typically, this happened within a few picoseconds. The only cluster
not to equilibrate within ten picoseconds, was the cluster of (SA)4(-
Amm)3. Curiously, even 45 ps was not enough to relax the struc-
ture. Intrigued by this, the simulation was continued. The cluster
finally reached an equilibrium after �55 ps. To ascertain this, and
to collect equilibrium data for the cluster, the simulation was con-
tinued for another 35 ps.

In general, the bonding patterns in the studied clusters are lar-
gely dictated by proton transfers from sulfuric acid molecules to
the base molecules. The proton transfers create ion pairs within
the electrically neutral clusters and the resulting hydrogen bonds
are relatively strong. In all of the initial starting structures, the base
molecules had accepted one proton from the acids. In other words,
all the ammonia molecules NH3 were in the form of NHþ4 and all
the dimethylamine molecules (CH3)2NH were in the form of
(CH3)2NHþ2 , that is, as ammonium and dimethylaminium ions,

http://www.cp2k.org


Fig. 1. Potential energy as a function of time for the ammonia-containing clusters at the temperature T ¼ 300 K: (a) (SA)2(Amm)1, (b) (SA)3(Amm)2, (c) (SA)3(Amm)3, (d)
(SA)4(Amm)3. The histograms show the potential energy distributions during the equilibrium simulations (from 10 ps to 45 ps), where Eeq

pot is the mean value of the potential
energy at equilibrium. The black curve shows a sliding average of the potential energy with a 1 ps resolution. Note that for the cluster of (SA)4(Amm)3 the time axis is longer;
for this cluster the equilibrium period is from 55 ps to 90 ps. The balls-and-sticks figures show the structures of the clusters at the time 27.5 ps (for the (SA)4(Amm)3 cluster at
72.5 ps); sulfur atoms are pictured in yellow, oxygen in red, nitrogen in blue, carbon in grey and hydrogen in white. (For interpretation of the references to colour in this figure
caption, the reader is referred to the web version of this article.)
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respectively. Correspondingly, there were an equal amount of sul-
furic acid molecules H2SO4 as bisulfate ions HSO�4 in the clusters.
The importance of the proton transfers for the stability of the these
clusters has been seen in a number of previous first-principles
studies [13,14,18,19,24]. Indeed, the high reactivity of sulfuric acid
is probably one of the main reasons why it has such an important
role in atmospheric new-particle formation.

Besides (SA)4(Amm)3, the other two clusters which did not
equilibrate immediately were (SA)3(DMA)3 and (SA)4(DMA)4. The
structural changes in any of these clusters during the equilibration
period were not large; in fact, the structural reorganization was
rather subtle. However, these minute changes in geometries do
have a significant effect in the potential energy (cf. Figs. 1 and 2).
This highlights the advantageous features of molecular dynamics.
Even for these relatively small molecular clusters, it is already a
very challenging task to find the minimum energy geometries at
T ¼ 0 K. Guessing the cluster structures for T ¼ 300 K is yet more
difficult, if not impossible, without real dynamical simulations. It
should be stressed that during the equilibration there were no pro-
ton transfers – the changes in the potential energy arise from mol-
ecules finding more optimal bonding patterns.

Secondly, the potential energy is constantly oscillating in all of
the clusters. Furthermore, the maximum magnitude of the oscilla-
tion is �10 kcal/mol and is not dependent on the cluster composi-
tion or whether the equilibrium is reached or not. Indeed, this is
what one would expect: the kinetic energy at the temperature of
T ¼ 300 K keeps the molecules constantly moving. This thermal
motion shows as oscillation in the potential energy, and produces
distributions centered around the equilibrium values (cf. distribu-
tions in Figs. 1 and 2 and the numerical values in Table 1). The tem-
perature distributions over the entire trajectories are shown in
Fig. 3. The obtained distributions are centered at the target temper-
ature of T ¼ 300 K confirming that the thermostatting is working
properly. It is also noteworthy that none of the temperature distri-
butions show multiple peaks – this is in accordance with the no-
tion that the magnitude of the potential energy oscillation is the
same throughout the simulation runs.

The potential energy distributions during the equilibrium simu-
lations provoke interesting considerations. From a cluster point-of-
view the physical interpretation is clear: at the temperature of
T ¼ 300 K there exists a distribution of molecular geometries for
each of the studied clusters – likely to be true in general also.
One might argue, that in some sense the concept of ‘‘global mini-
mum energy structure’’ is not too meaningful at ambient temper-
atures; obtaining thermodynamical quantities via the usual
machinery of statistical physics from the global minimum energy
structures within the harmonic approximation may lead to sub-
stantial errors as the kinetic energy contribution is not explicitly
considered. In Table 1 the potential energies Eeq

pot from the simula-
tions are shown relative to the potential energies calculated at the



Fig. 2. Potential energy as a function of time for the amine-containing clusters at the temperature T ¼ 300 K: (a) (SA)2(DMA)1, (b) (SA)2(DMA)2, (c) (SA)3(DMA)3 and (d)
(SA)4(DMA)4. The histograms show the potential energy distributions during the equilibrium simulations (from 10 ps to 45 ps), where Eeq

pot is the mean value of the potential
energy at equilibrium. The black curve shows a sliding average of the potential energy with a 1 ps resolution. The balls-and-sticks figures show the structures of the clusters at
the time 27.5 ps; sulfur atoms are pictured in yellow, oxygen in red, nitrogen in blue, carbon in grey and hydrogen in white. (For interpretation of the references to colour in
this figure caption, the reader is referred to the web version of this article.)

Table 1
Mean values of the potential Eeq

pot and kinetic energy Eeq
kin after equilibration (last 35 ps

of the simulations). The potential energy values are relative to the potential energies
of the corresponding optimized structures at T ¼ 0 K.

Cluster Eeq
pot [kcal/mol] Eeq

kin [kcal/mol]

(SA)2(Amm)1 14.4 � 3.0 16.0 � 3.1
(SA)3(Amm)2 20.9 � 4.2 25.9 � 3.9
(SA)3(Amm)3 25.7 � 4.3 29.5 � 4.2
(SA)4(Amm)3 7.4 � 5.1 35.8 � 4.5
(SA)2(DMA)1 20.6 � 3.5 21.4 � 3.6
(SA)2(DMA)2 27.8 � 4.2 30.4 � 4.3
(SA)3(DMA)3 15.0 � 5.4 45.6 � 5.2
(SA)4(DMA)4 19.0 � 6.5 60.8 � 6.0
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same level of theory at T ¼ 0 K. Table 1 also contains the kinetic
energies Eeq

kin obtained from the simulations. Comparing the values
of these two quantities reveals that Eeq

pot – Eeq
kin, indicating that there

is anharmonicity in the energetics of the clusters in dynamical
equilibrium at T ¼ 300 K.

However, an accurate assessment of the dynamical effects and
the anharmonicity on the various thermodynamical quantities,
such as the formation free energies, is extremely difficult. In this
particular study there were no drastic differences in the cluster
structures during the simulation compared to the stable static
geometries. This might be partly due to the nature of the clusters.
As already mentioned, the proton transfers and the subsequent
hydrogen bonding patterns between the ion pairs seem to quite
decisively dictate the geometries of the clusters. Colloquially, the
clusters are looser during the simulations – in particular, the
intermolecular bond lengths and angles are continuously evolving.
The magnitude of the fluctuation in the distances was moderate
and rather uniform throughout the simulations. Fig. 4 shows the
radii of gyrations (the average distance from the center of mass),
the center-of-mass radii (the largest distance from the center of
mass) and the physical radii (half of the largest separation between
the atoms) for all the clusters. One can see that the physical dimen-
sions are rather stable.

The physical size of the clusters bears some significance in the
growth kinetics. Modeling approaches where the collisions be-
tween the molecules and/or clusters are not explicitly considered
depend on the bulk values of the molecular and cluster sizes. For
example, in kinetic modeling ([34, e.g.]) the colliding molecules
and clusters are often assumed to be spherical ‘‘liquid droplets’’
and typically the hard-spheres collision cross sections are used to
approximate the collision rates. The hard-spheres collision cross
section is proportional to the square of the sum of the radii of
the colliding molecules or clusters and thus it is desirable to use
as realistic radii as possible. The simulations presented here enable
a comparison between the first-principles molecular dynamics ra-
dii and the bulk radii. The ‘‘liquid drop model’’ radii together with
(hypothetical) electrical mobility radii are shown in Fig. 4. The
electrical mobility radius approximates the size at which several
instruments would detect the clusters [35]. Comparing the liquid
drop model radii to the physical and center-of-mass radii obtained
from the simulations reveals that the liquid drop radii differ from
these by an average 0:6 Å and 0:9 Å, respectively. In terms of
hard-spheres collision cross sections, in the worst case the differ-
ences in radii turn into a discrepancy factor of 1.8 in the collisions



Fig. 3. Temperature distributions of all the studied clusters for the whole length
of the simulations. (a) (SA)2(Amm)1, (b) (SA)3(Amm)2, (c) (SA)3(Amm)3, (d)
(SA)4(Amm)3, (e) (SA)2(DMA)1, (f) (SA)2(DMA)2, (g) (SA)3(DMA)3 and (h) (SA)4

(DMA)4.
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between the clusters examined here. The bulk approach with an
error smaller than a factor of two is a fairly good approximation
for the collision cross sections. However, it should be kept in mind
Fig. 4. The radii of gyration, the center-of-mass radii and the physical radii for all the stu
time corresponds to the last 35 ps of the simulation runs. For comparison, the li

rmobi ¼ ðrldm þ 1:5ÅÞ 1þ 28:8 u
mcluster

� �1=2
where u is the atomic mass unit, are shown as well.

Chemistry and Physics [36].
that for real molecules and clusters the electronic interactions have
larger range than the sharp boundary of a liquid droplet, and it is
likely that more crucial uncertainties arise from other aspects of
the collision process, such as the sticking factor or cluster rear-
rangement and fragmentation after collisions.

In addition to showing the fluctuation in the size of the clusters,
more information can be extracted from Fig. 4. Comparing the radii
of gyrations to the physical radii, one can see how the mass is dis-
tributed in the clusters. For example, the physical radii of the two
smallest clusters, (SA)2(Amm)1 and (SA)2(DMA)1, are roughly
equal. However, the radii of gyrations reveal that the mass in
(SA)2(DMA)1 is more dispersed, yielding thus a larger radius of
gyration. Conversely, the radii of gyration of the (SA)3(DMA)3 and
(SA)4(DMA)4 clusters are very similar, but the physical radius of
the (SA)4(DMA)4 is clearly larger. However, the mass must be dis-
tributed in a similar fashion in these clusters (cf. the molecular
structures in Fig. 2).

A more detailed cluster point-of-view can be obtained by study-
ing radial distribution functions (RDFs). For the molecular clusters
in this study, the most interesting RDFs are those between the sul-
fur atoms and the ones between the sulfur and the nitrogen atoms.
The former yields information on how the sulfuric acid molecules
coordinate each other and the latter how the acids and bases are
coordinated in the clusters. These RDFs for all the studied clusters
can be seen in Fig. 5. Fig. 5 shows how the oscillation in energy
translates into oscillation in distances; spikes of the stable static
structures (shown in Fig. 5 in black) turn into distributions, show-
ing that the distances can, on the average, either increase or de-
crease when the clusters undergo thermal motion. In addition,
the asymmetry in the clusters of (SA)3(Amm)2 and (SA)4(Amm)3

– caused by one intact sulfuric acid molecule – can be clearly seen
in the sulfur–sulfur RDFs. Interestingly, adding one ammonia mol-
ecule to the former cluster leads to a tighter geometry, as can be
seen in the (SA)3(Amm)3 sulfur–sulfur RDF. However, even with
the same numbers of acid and base molecules this cluster is not
geometrically symmetric, unlike its amine-containing counterpart,
cf. (c) and (g) in Fig. 5. In the (SA)3(DMA)3 cluster each of the
amines is coordinated by two acids. In the corresponding ammonia
cluster, two of the ammonia molecules are coordinated by three
acid molecules and the one remaining base is coordinated by two
died clusters (see definitions in the text). The radii are given in Ångströms and the
quid drop model radii rldm and the hypothetical electrical mobility radii [35],

The bulk densities needed for rldm and rmobi are taken from the CRC Handbook of



Fig. 5. The sulfur–sulfur and sulfur–nitrogen radial distribution functions (RDFs) of all the studied clusters are shown in red (in arb. units). For comparison, the RDFs of the
optimized, static clusters are plotted in black. The blue curves show the coordination numbers (CNs). The CNs measure how many pairs of S–S and S–N atoms are within the
radial distance (indicated on the right-hand side ordinate). The static geometries were obtained by optimizing the cluster structures, taken from the equilibrium simulations,
at the same level of theory as used in the simulations. (a)&(i) (SA)2(Amm)1, (b)&(j) (SA)3(Amm)2, (c)&(k) (SA)3(Amm)3, (d)&(l) (SA)4(Amm)3, (e)&(m) (SA)2(DMA)1, (f)&(n)
(SA)2(DMA)2, (g)&(o) (SA)3(DMA)3 and (h)&(p) (SA)4(DMA)4. (For interpretation of the references to colour in this figure caption, the reader is referred to the web version of
this article.)
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acids. Even though both of the base molecules are able to accept
one proton, the number of hydrogen bonds they can participate
in is different. Within the clusters ammonia can form up to four
bonds, whereas dimethylamine only two. This fact is already sig-
nificant in the small clusters studied here, but the importance is
likely to grow with the size of the clusters. From the structures
of the clusters in Fig. 2, one can see that the amine-containing clus-
ters are quite ‘‘closed’’ – what sticks out are the inert methyl
groups, especially in (SA)3(DMA)3 and (SA)4(DMA)4 clusters. On
the other hand, in the ammonia clusters there are ‘‘free’’ hydro-
gens, potentially available for bonding (cf. Fig. 1).

The simulations also revealed some unexpected dynamical
structural behavior. After the clusters had reached equilibrium
bonding patterns, these patterns did not change. However, the
individual atoms participating in the hydrogen bonds did change.
In other words, the molecules in the clusters did not only exhibit
thermal vibrations, but also rotations. These concerted rotations
were confined by the equilibrium bonding patterns and the sym-
metry of the molecules. In the ammonia-containing clusters, the
rotating species were mainly the singly-protonated ammonium
ions, which are very symmetric. In the dimethylamine clusters
the rotating molecules were the singly-deprotonated bisulfate
ions, where the three free oxygen atoms are symmetric with re-
spect to the center sulfur atom. These rotations can be seen as
abrupt changes of the participating atoms in the N–H� � �O bond dis-
tances in Figs. 6 and 7, where the former shows this bond fluctua-
tion in the cluster of (SA)3(Amm)2 and the latter in the cluster of
(SA)2(DMA)2.

Regardless of the oscillation, vibration and rotation, during the
simulations there were no signs of clusters breaking up. Nor were
there any signs of donated protons transferring back to bisulfate
ions from either of the base molecules. This is one of the most
important results of the current paper as the stability of the clus-
ters depends on the proton transfers. Consequently, it is very unli-
kely that any molecule involved in the proton-transfer-induced ion
pair would leave the cluster, and accordingly, this was not ob-
served. In particular for the clusters with an equal number of acids
and bases, this suggests that the smallest unit to evaporate would
be (SA)1(base)1. However, also this type of cluster break-up seems
to be hindered by the geometry of the studied clusters: both the
acid and base molecules are coordinated by more than just one
molecule of the other kind. This holds for the other clusters as well:



Fig. 6. H-bond fluctuation in the cluster of (SA)3(Amm)2. The graphs show some of the distances from the hydrogens of the two NHþ4 molecules to the oxygen atoms of the
surrounding bisulfate/sulfuric acid molecules, demonstrating the dynamical nature of the hydrogen bonding in the clusters. Notice that the bonding pattern is conserved
regardless of the molecular rotations.
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in the clusters of (SA)n(base)n-1 the intact sulfuric acid molecule is
always coordinated by more than just one molecule. The high-level
of coordination is not unexpected, as we are intentionally studying
very stable cluster configurations. It should be noted that most of
the studied clusters are not direct collision products of sulfuric
acid, ammonia, dimethylamine molecules or even (SA)1(base)1

units. Rather, the initial clusters were configurations of the constit-
uent molecules which minimize the potential energy at tempera-
ture of T ¼ 0 K. The results presented in this section show that
the clusters seem to be stable at the temperature of T ¼ 300 K as
well – the thermal energy keeps the molecules vibrating and
rotating, but is not enough to break the clusters or significantly
transform the geometries away from the very stable static
structures.

Molecular dynamics simulations performed in the NVT ensem-
ble allow the assessment of the isochoric heat capacity CV via po-
tential energy fluctuations:

CV ¼ hðDEeq
potÞ

2i=kBT2; ð1Þ

where hðDEeq
potÞ

2i is the variance of the potential energy during the
equilibrium simulations, kB is the Boltzmann constant and T the
temperature. The heat capacities of all the studied clusters are given
in Table 2. The uncertainty in the heat capacities is difficult to esti-
mate and it should be kept in mind that the CV calculated from an
NVT simulation depends on the thermostat settings. To obtain a
crude estimate how the length of the simulation period affects
the CV values, we divided the equilibrium period of 35 ps into
blocks of six different sizes: 5 ps, 5.85 ps, 7 ps, 8.75 ps, 11.76 ps
and 17.5 ps, thus fitting into the equilibrium period six, five, four,
three and two times, respectively. We then evaluated the heat
capacities and obtained standard deviations within each block size.
Finally, we took the weighted average of the standard deviations as
the uncertainty for the final heat capacity, evaluated using the
whole equilibrium simulation.

The heat capacities of the ammonia-containing clusters do not
show particular systematics with regard to the system size. In con-
trast, the heat capacity of the amine clusters increases with
increasing cluster size. At least partly this is explained by the larger
size of the dimethylamine molecule in comparison with the
ammonia molecule. Table 2 also contains the heat capacities for
all the clusters obtained via structure optimization and the rigid
rotor–harmonic oscillator approximation at two different levels
of theory: PBE density functional with polarized triple-f-Gauss-
ian-type basis set and B3LYP hybrid functional [37] with CBSB7 ba-
sis set [38]. The former method is very close to the one used here in
the FPMD simulations and the latter has been previously used in
several atmospheric cluster studies [18,19,21]. All the static calcu-
lations were performed with Gaussian 09 program suite [39] and
the cluster structures for the optimizations were taken from the
equilibrium simulations.

It is interesting to compare the first-principles molecular
dynamics simulations results with the static values. The static heat



Fig. 7. H-bond fluctuation in the cluster of (SA)2(DMA)2. The graphs show how the four hydrogen bonds between the sulfuric acid and dimethylamine molecules evolve in
time. Notice that the bonding pattern is conserved regardless of the molecular rotations.

Table 2
Heat capacities CV

molecule [ cal
mol =K] from the first-principles molecular dynamics simula-

tions at the temperature T ¼ 300 K (the column ‘‘FPMD’’). For comparison, heat
capacities from static calculations at two different levels of theory are also shown (see
text).

Cluster FPMD PBE/TZVP B3LYP/CBSB7

(SA)2(Amm)1 17.1 � 0.9 16.4 15.9
(SA)3(Amm)2 20.0 � 2.4 16.0 15.6
(SA)3(Amm)3 17.3 � 1.0 15.0 14.7
(SA)4(Amm)3 20.6 � 0.7 16.0 15.6
(SA)2(DMA)1 23.1 � 1.0 19.4 18.8
(SA)2(DMA)2 24.3 � 1.0 19.6 19.1
(SA)3(DMA)3 27.0 � 0.9 19.4 18.9
(SA)4(DMA)4 29.7 � 2.5 19.7 19.2
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capacities are quite uniform within the both sets of clusters – both
methods yielding 3–4 kcal/mol larger CV for the amine clusters and
neither capturing the increasing trend for the amine-containing
clusters. The main contribution to the static heat capacities comes
from the vibrational frequencies, here assumed to be harmonic.
Clearly, to capture the thermal movement of the clusters in equi-
librium one needs to go beyond the harmonic approximation. This
is in concert with the earlier observation that there is anharmonic-
ity in the energetics of the clusters (cf. Table 1) and further, the
anharmonicity grows with the system size.
3.2. Dipole moments and vibrational spectra

The interactions between the clusters presented are notoriously
weak. In particular in the case of electrically neutral clusters there
are no chemical reactions besides proton transfer and the strongest
bond between the species is the hydrogen bond. In this landscape
the van der Waals interactions become important. For example, it
is probable that the electric dipole moment has a role in the colli-
sions between neutral clusters. However, not much is known about
the dipoles of the clusters under study. To address this, we have
calculated the time-evolution of the electric dipole moments for
all the clusters under study.

The first-principles molecular dynamics simulations yielded
phase-space trajectories for all the atomic nuclei. We took ‘‘snap-
shots’’ of these trajectories with an interval of 5 fs and found an
approximative location for the negative charge using maximally
localized Wannier function centers [40,41]. Knowing the locations
of the positive and negative charges, we were able to calculate the
electric dipole moments. The dipole moments of all the studied
clusters are shown in Fig. 8; the ammonia-containing clusters are
on the left pane and the dimethylamine-containing clusters on
the right.

Again, there are at least two interesting features in Fig. 8. There
is fast, large-amplitude oscillation around the momentary mean
values. But unlike in the case of potential energy, here also the
mean values are oscillating, although with slower frequency and
smaller magnitude. The reason for this undulatory behavior is
the same as for the potential energy and bond distance oscillation:
thermal molecular movement. However, it seems that the dipole
moment is more sensitive than the potential energy to molecular
movement. For example, the thermal rotations taking place within
the equilibrium bonding patterns do not show up in the potential
energy (cf. Figs. 1, 2, 6 and 7), but these rotations are likely to con-
tribute to the fluctuations seen in the electric dipoles (cf. Fig. 8).

The equilibrium values of the electric dipole moments are sum-
marized in Table 3. The cluster data set is too limited in order to
draw general systematic conclusions about the dipole moments.
However, it is interesting to notice that the electric dipole



Fig. 8. Electric dipole moments of the studied clusters as a function of time. The
time axis corresponds to the last 35 ps of the simulations. (a) (SA)2(Amm)1, (b)
(SA)3(Amm)2, (c) (SA)3(Amm)3, (d) (SA)4(Amm)3, (e) (SA)2(DMA)1, (f) (SA)2(DMA)2,
(g) (SA)3(DMA)3 and (h) (SA)4(DMA)4.
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moments of dimethylamine-containing clusters with an even
number of acids and bases are considerably smaller than those
with an odd number of bases, probably due to symmetry in clus-
ters. The ammonia-clusters do not show similar characteristics.

The electric dipole moment is related to the vibrational–rota-
tional spectrum of the clusters. The thermal fluctuation seen in
the dipoles is bound to also have an effect on the spectra of the
clusters. To obtain the IR absorption power spectrum IðxÞ, we Fou-
rier transformed the autocorrelation function of the electric dipole
moment MðtÞ [42]:

IðxÞ / x tanhðb�hx=2Þ
Z

dt e�ixthMðtÞMð0Þieq; ð2Þ

where 1=b ¼ kBT and kB; �h are the Boltzmann and Planck constants,
respectively, and T is the temperature. The angular brackets denote
the autocorrelation function of the electric dipole moment MðtÞ ta-
ken over the equilibrium simulation with a maximum time-shift of
17.5 ps.

The spectra IðxÞ for all the clusters is shown in Fig. 9. One
should note that 35 ps of equilibrium simulation is rather short
period for full spectrum analysis; thus the lower-end of the spectra
Table 3
Mean values of the electric dipole moments from the first-principles molecular
dynamics simulations, corresponding to the last 35 ps of simulations in Figs. 1 and 2.
The electric dipole moments are calculated with an interval of 5 fs.

Cluster Electric dipole moment [Debye]

(SA)2(Amm)1 7.6 � 1.1
(SA)3(Amm)2 8.5 � 1.9
(SA)3(Amm)3 6.1 � 1.5
(SA)4(Amm)3 5.9 � 1.8
(SA)2(DMA)1 8.5 � 1.2
(SA)2(DMA)2 2.9 � 1.2
(SA)3(DMA)3 8.1 � 1.7
(SA)4(DMA)4 3.6 � 1.4
shown here tends to be noisy. Also, the 5 fs interval for evaluating
the dipoles limits the high-frequency end of the spectrum, and fur-
thermore, the thermostat coupling constant of 2000 cm�1 makes
the higher-end of the spectra less reliable. Indeed, the spectra are
not shown here out of spectroscopic interest, but rather because
they provide yet another view on the thermal molecular motion.
The harmonic vibrational spectra are also shown for comparison.
Fig. 9 reveals immediately that IR spectroscopy in general is not
the most useful tool to study the clusters of sulfuric acid with
ammonia or dimethylamine; all the vibrations are centered at
two regions, one from the very low end up to 1750 cm�1 and an-
other centered below 3000 cm�1. This renders the spectra practi-
cally indistinguishable from one another. However, pertinent to
the current paper are the differences in the FPMD and harmonic
spectra. These differences are a manifestation of the difference in
the two approaches, using static structures or performing molecu-
lar dynamics simulations. Importantly, in the former approach the
inclusion of all the thermal quantities is typically done via the har-
monic vibrational frequencies – how well these represent true
vibrations is directly related to the reliability of the entropic contri-
bution to the free energies. As can be seen from Fig. 9, the two
types of spectra are not identical, but on the other hand, the spec-
tra are not completely different either. The spectra from FPMD sim-
ulations are more disperse and consist of numerous peaks, whereas
the harmonic spectra consist of sharp and well-defined peaks. As
stated in Section 3.1, in the simulations at T ¼ 300 K the molecules
are under constant thermal motion. All of this motion constitutes
Fig. 9. The IR absorption spectra for all the studied clusters. The spectra in red are
obtained from the first-principles molecular dynamics simulations as described in
the text. The spectra shown in black are calculated from single static structures
within the harmonic approximation using Gaussian 09 program suite [39] at the
PBE/TZVP level of theory. (a) (SA)2(Amm)1, (b) (SA)3(Amm)2, (c) (SA)3(Amm)3, (d)
(SA)4(Amm)3, (e) (SA)2(DMA)1, (f) (SA)2(DMA)2, (g) (SA)3(DMA)3 and (h) (SA)4(-
DMA)4. (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)
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the vibrational spectrum of the cluster in question – including the
thermal rotations within the clusters, which are beyond the har-
monic approach. However, in this particular study, the proton
transfer patterns strongly lock the cluster geometries, and the
molecular motion takes place around these dynamical equilibrium
geometries. Fig. 9 shows that this motion is not harmonic. In other
words, in FPMD simulations the atomic nuclei are not ‘‘sitting in
harmonic wells’’ but move more dynamically.
4. Conclusions

We have performed first-principles molecular dynamics simu-
lations to obtain insight into the dynamics and stability of small
(sulfuric acid)(ammonia/dimethylamine) clusters. The studied
clusters represent prototype examples of stabilized atmospheric
sulfuric acid clusters, and as such their properties are important
for the formation and further growth of atmospheric aerosol parti-
cles. Based on the FPMD simulations, the following conclusions can
be drawn:

(a) the kinetic energy at T ¼ 300 K keeps the molecules con-
stantly moving – as a consequence, a whole distribution of
cluster geometries become relevant, rather than just one
minimum energy cluster configuration;

(b) regardless of this movement, the clusters stay bound
together – there are no signs of protons transferring back
to sulfuric acid molecules from the base molecules or the
intact sulfuric acid molecules leaving the clusters;

(c) the electric dipole moments are sensitive to the molecular
movement and show large fluctuations; and

(d) the vibrational–rotational spectra of the clusters clearly dif-
fer from the harmonic one – demonstrating that the thermal
molecular movement in FPMD simulations is not harmonic.

It is worth emphasizing that the initial cluster configurations
were products of configuration space sampling and optimization
routines, not simple agglomerates of direct molecular collisions.
This is an important detail, as the simulations here show that the
studied clusters are also rather stable when the effect of kinetic en-
ergy is explicitly considered. Now, the interesting question is: do
these stable clusters exist in the atmosphere? Or perhaps more
accurately, do these stable clusters dominate the cluster configura-
tion distribution for a given cluster composition? To answer these
questions is beyond the scope of the present paper. However, the
results presented here are intimately related to these issues. For
example, when a cluster of one sulfuric acid and one dimethyl-
amine molecule forms, one proton transfer most probably takes
place. The potential energy of the complex decreases significantly,
thus increasing the kinetic energy. It is plausible that the collisions
with the carrier gas take away the excess kinetic energy from the
cluster, after which it would evolve as the larger clusters simulated
in this paper. However, the formation dynamics of the larger clus-
ters are much more uncertain. As shown here, the bonding pat-
terns of the clusters are rather stable, but for example to go from
the cluster of (SA)2(DMA)2 to (SA)3(DMA)3 cluster, or from (SA)3(-
DMA)3 to (SA)4(DMA)4, requires breaking the bonding patterns
and rearranging the molecules. Typically, it has been assumed that
the rearrangement is instantaneous and barrierless. The FPMD
simulation results presented here suggest that this might not be
the case. From a more applicative point-of-view, these issues
would serve to effectively lower the stability of the clusters in
terms of formation free energy, as calculated by the standard quan-
tum chemical procedure. Also, the observed distribution of cluster
configurations at the temperature of T ¼ 300 K and the increasing
anharmonicity with growing cluster size are likely to work in the
same direction. These interesting questions shall be the focus of
the future investigations.
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